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Simulation of a turbulent premixed open
V-shaped flame using contour advection with

surgery
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Abstract

Despite its capability of high spatial resolution, simulation of tur-
bulent flows with traditional Lagrangian (front tracking) scheme is
often discouraged by numerical instability caused by clustering of
marker nodes and topological changes of fronts. Contour advection
surgery, being a robust front tracking scheme, limits the growth of
front complexity during simulation without jeopardizing accuracy or
efficiency. This is its advantage over traditional front-tracking schemes.
Contour advection surgery, with incorporation of the reaction sheet
model, can accurately simulate the propagation and advection of a tur-
bulent premixed V-shaped flame. In this study, it is further tested with
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ten values of vortex circulation. Upstream turbulence levels ranged
over 1.8–19.8%. Results indicate that upstream turbulence increases
the average flame length, flame zone area and the overall burning
rate. Maximum values of estimated flame surface density Σ lie in the
range 0.1–1.4/mm with all profiles displaying a skewness towards the
burnt region. Similar to results from laboratory experiments, Σ val-
ues decrease with upstream turbulence. Contour advection surgery
copes with intense turbulence. Better quantitative understanding of
the scheme has also been acquired.
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1 Introduction

Turbulent premixed combustion is widely used in a range of engineering de-
vices and has attracted research interest over many years. Laboratory exper-
iments are not always economical and numerical simulation is often employed
to lessen the research and development costs. In the field of turbulent pre-
mixed combustion, of primary research interest is the accurate simulation of
a premixed flame propagating in an ambient turbulent flow. Due to the non-
linear coupling of mechanical turbulence and combustion process, devising
an accurate numerical method which is capable of capturing details of the
propagation without masking the nature of physics, still remains a challenge
today.

Consider a two-dimensional rod-anchored turbulent v-shaped premixed
flame. This is one of the most common configurations employed for studying
turbulent flame in laboratory experiments. Amongst the many theoretical
models developed for simulating such flame numerically, the reaction sheet
model [10] appears to be the most frequently invoked. This model allows the
internal structure of the flame to be neglected because, when the reaction
rate is high, the flame front can be approximated as an infinitesimally thin
boundary separating burnt and unburnt regions. With the exclusion of the
flame front’s internal structure, the geometry of the flame front becomes the
sole element that governs the evolution of the flow field. There are, in general,
two approaches for capturing the flame front movement accurately. The first
one is called the front-capturing approach which has been proved to be very
successful in numerous works [1, 2, 13]. However, being Eulerian in nature,
the spatial resolution is limited by the grid size of the computational domain.
Thus any sub-grid features are not resolved by this grid-based approach.
The second one, termed the front-tracking approach, being Lagrangian in
nature, does not have such spatial resolution limitation. This approach has
received some attention [11, 12]. However, in general applications, it remains
less popular than the Eulerian approach. This is because it often encounters
numerical instability when dealing with topological change of fronts and cusp
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development, which are common occurrences in turbulent premixed flames.
In order to exploit its advantage of high spatial resolution and thus capture
of sub-grid features, this numerical instability problem must first be solved.

In view of this, Lam et al. [8] employed a front-tracking scheme known
as Contour Advection with Surgery (cas), based on a technique called con-
tour surgery (cs) [5, 6], which was originally developed for geophysical re-
search [16] to treat the topological changes of flame fronts and development of
cusps. Results were compared with laboratory measurement [14] from which
a remarkable resemblance was obtained. The present work is a continuation
of the work done by Lam et al. [8] with the primary objective of acquiring a
better quantitative understanding of this method. By varying the circulation
of the vortices injected at the computational domain entrance, a wide range
of upstream turbulence levels is obtained. Analysis is made on the resulting
average flame length, flame area, flame surface density Σ and burning rate.

2 Basic equations

The main assumptions of the model are:

1. the reaction rate is high and consequently the flame front is considered
to be infinitesimally thin;

2. burnt and unburnt regions have distinct uniform densities;

3. the Mach number is sufficiently small for the flow to be regarded as
incompressible on either side of the flame;

4. the mechanism of vorticity production is inviscid.

At low Mach number, the velocity field u for the combustion process can
be decomposed into three components, namely, us the solenoidal component
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due to volume expansion across the flame front, ur the rotational component
due to vorticity distribution ω(x), and up the potential velocity field:

u = us + ur + up , (1)

The following threes equations describe the conditions which have to be sat-
isfied by individual components

∇ · us = mδ(x− xflm) , ∇× us = 0 , (2)

where m is the volume source strength along the flame front, x is the position
vector with subscript flm denoting the flame position and δ(·) is the two-
dimensional Dirac delta function:

∇ · ur = 0 , ∇× ur = ω(x) , (3)

up = ∇φ , (4)

where φ is the velocity potential of the incident flow.

It can be shown that

m = (ρu/ρb − 1)Su , (5)

where ρu and ρb are the densities of the unburnt and burnt regions respec-
tively and Su is the thermodiffusively stable laminar flame velocity which is,
for weak curvature, approximated by

Su = SL(1 + εκ) , (6)

where ε is the Markstein length scale and κ is the local curvature which is
taken as positive/negative when the centre of the circular arc lies left/right
of the flame front.

In the present simulation, vorticity ω(x) has two sources. One source is
the prescribed upstream turbulence and the flame front itself is another. The
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vorticity generated from the latter source is also known as flame-induced vor-
ticity. The upstream source is simulated by injecting small uniform circular
vortices at the domain entrance. To account for the flame-induced vorticity,
the flame front is divided into small segments of equal length ∆s with one
small uniform circular vortex introduced immediately behind the mid-point
of each segment in each time step. The determination of this flame-induced
vorticity involves the use of an expression proposed by Hayes [7] for the
vorticity jump across the flame front:

[ω] =

(
1

ρb

− 1

ρu

)
∇t(ρuSu) +

ρb − ρu

ρuSu

{Dut + ut∇tut − utunκ− un∇tun} ,

(7)
where ut and un respectively denote the relative tangential and absolute
normal velocity components at the flame front, ∇t represents the gradient
along the flame front and D is the material time derivative taken at a point
which always lies on the flame front and moves in a direction normal to the
discontinuity as it moves. To simulate the diffusive effect of viscosity on
vorticity distribution, both upstream turbulence and flame-induced vortices
are treated with the Random Vortex Method [4].

3 Contour advection surgery

3.1 Front advection

With cas, the flame front is discretized into an orderly set of connected
marker nodes {xi}. These are advected in every time step using the fourth-
order Runge–Kutta scheme. In the present simulation, the V-flame front is
oriented such that the unburnt/burnt region is always on the left/right side.
To determine the curvature at one marker node xi, the coordinates of two
neighbouring marker nodes xi−1 and xi+1 are required. A circular arc is fitted
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through the three marker nodes and the curvature

κi =
2(ai−1bi − bi−1ai)

|ti||ei|2|ei−1|2
, (8)

where a and b denote the coordinate set of a marker node, t is the tangent
vector at marker node xi and e is the displacement vector. It can be deduced
that when the centre of the circular arc lies to left/right of the front, a
positive/negative curvature is obtained.

3.2 Contour surgery

A technique called contour surgery (cs) is employed to tackle the problem
caused by topological changes or the clustering of marker nodes. After the
flame front has propagated to a new position, the distance between nonadja-
cent marker nodes is calculated. When this distance is less than a prescribed
threshold value δ (note that δ no longer denotes the delta Dirac function) a
so-called surgery is performed. There are two types of surgery, namely fis-
sion and fusion. Fission/fusion is invoked when the two nonadjacent marker
nodes with distance less than δ are on the same/different front(s). Essentially
the fission surgery breaks a single front into two disconnected ones while the
fusion surgery merges two disconnected fronts into one. Since the complexity
of fronts is less than with cs, numerical errors caused by overshooting can
be prevented.

3.3 Marker nodes redistribution

To overcome the numerical instability caused by clustering of marker nodes, it
is necessary to carry out redistribution after surgery. Before redistributing,
each front is divided into a number of segments demarcated by so called
corners. A corner is a high curvature region when (xi−1,xi) and (xi,xi−1)
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make an acute angle. Having located corners and segment demarcations, the
average node density λ of each segments is

λi = min

(
1

δ
,

1

2µ

(
˜̃̃κi +

1

L

))
, (9)

˜̃̃κi =
˜̃κi + ˜̃κi+1

2
, (10)

˜̃κi =
(κ̃i−1/|ei−1|) + (κ̃i/|ei|)

(1/|ei−1|) + (1/|ei|)
, (11)

κ̃i =

√
1

L2
+

(
κi + κi+1

2

)2

, (12)

where L is the characteristic length scale and µ ≤ 1 is a positive nondimen-
sional input parameter for overall density of marker nodes. The redistribu-
tion of marker nodes for each segment depends on its calculated value of λ.
Consecutive marker nodes are interpolated using piecewise cubic splines with
continuous curvature κi at marker nodes in common.

4 Numerical experiments

We select parameters to match the experimental conditions used by Cheng [3]
and the experimental set-up is shown in Figure 1. Parameters used are: in-
flow velocity Uo = 5.5 ms−1, SL = 0.44ms−1, ρu/ρb = τ = 6.7 and ε = 1mm.
In this study a Reynolds number of 2.8 × 104 is obtained using Uo and the
characteristic length taken as 50mm (chosen to match the diameter of the
inner core of the coaxial cylinder used in Cheng’s experiments). The com-
putational domain is 120 mm× 150 mm with a grid size of 1mm. Upstream
turbulence is incorporated by injecting 24 vortices at random along the do-
main entrance of y = ±60mm. Care is taken to ensure that the same number
of positive and negative vortices are introduced at each injection. The vortex
radius is fixed at 1 mm throughout this study. Ten simulations are performed
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Figure 1: Experimental set-up for investigating a rod-stabilized V-shaped
flame.

with the nondimensional vortex circulation starting at 0.002 and ascending
in step of 0.002 to a vortex circulation of 0.02 . In all simulations, the nondi-
mensional time step δt = 0.005 . Vortices are introduced for every 10 time
steps. A total of 5000 time steps are performed. All statistic results are
obtained by averaging the instantaneous values after the 2000th time step.
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Figure 2: Upstream (left) and downstream (right) profiles of normalized
velocity fluctuation u′ of three selected cases.

4.1 Turbulence intensity

Resulted upstream mean turbulence intensities are 1.8%, 3.5%, 4.4%, 7.0%,
8.3%, 11.0%, 12.5%, 15.2%, 16.9% and 19.8%. Figure 2 shows profiles of rms
velocity fluctuation u′ upstream (x = 25mm) and downstream (x = 100mm)
of the flame holder which is located at x = 50mm. Profiles for three selected
cases with turbulence levels of 7.0%, 12.5% and 19.8% (with vortex circula-
tion of 0.008, 0.014 and 0.02 respectively) are presented. On the left hand
side, profiles of upstream turbulence are shown. Clearly, upstream turbu-
lence level increases with the circulation of injected vortices. Although the
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circulation was raised linearly, the increase of upstream turbulence does not
follow in the same fashion. On the right hand side, profiles of downstream
turbulence are presented. All three profiles begin to display an obvious in-
crease in turbulence intensity at y = 10mm. The profiles peak at a position
just after y = 20mm. When the flow passes through the flame, density
decreases rapidly while temperature increases across the flame resulting in
local amplifications of velocity fluctuations. Hence, the peak on each profile
represents the position of the flame front. From the figure, it can be deduced
that the effect of increasing vortex circulation (hence turbulence intensity)
on flame front position is negligible. It is also true that the peak (flame front
position) is not as sharp at higher levels of turbulence intensities. This is
because the extent of flame wrinkling is greater. Consequently, the flame has
a thicker appearance and the corresponding peak becomes wider and less
sharp.

Figure 3 shows the evolution of computed flame brush thickness along the
axial direction. This is compared with values measured by Cheng [3]. Both
sets of data are obtained under an upstream turbulence of 7.0%. See that
the flame brush thickness has been slightly underestimated but the trend
of an increasing flame brush thickness along the axial direction is captured
successfully.

4.2 Flame surface density

In two dimensions, the flame surface density

Σ(〈c〉) =
∆L(〈c〉)
∆A(〈c〉)

, (13)

where ∆L (〈c〉) and ∆A (〈c〉) are respectively the average flame length and
flame zone area. Both are expressed as a function of mean reaction progress
variable 〈c〉 (hence the same applies to Σ). It depicts a fully burnt/unburnt
region with a value of one/zero. Using the results from the three selected
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Figure 3: Comparison of computed and experimental flame brush thickness
under an upstream turbulence of 7.0%.

simulations as before, Figure 4 is constructed to display the variations of
∆L and ∆A with 〈c〉. Figure 4 confirms that both ∆L and ∆A increase with
turbulence. As mentioned in the preceding subsection, the extent of flame
wrinkling is greater at higher level of turbulence. More wrinkling means
longer flame length, thus explaining the trend observed in Figure 4. From
individual subplots, the increase of ∆L with 〈c〉 becomes more apparent as
turbulence intensity gets higher. Since there is greater cusping of the flame
front on the burnt side, ∆L is longer at higher 〈c〉. Also, increased flame
wrinkling causes the flame to thicken, which is displayed in Figure 4. All
three ∆A profiles appear roughly symmetrical with a minimum at the centre
of the flame zone (〈c〉 = 0.5). As anticipated, ∆A increases sharply as 〈c〉
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Figure 4: Variations of ∆L (〈c〉) and ∆A (〈c〉) with 〈c〉 for three different
levels of upstream turbulence: (a) 7.0%, (b) 12.5%, (c) 19.8%.

tends to 0 (unburnt) and 1 (fully burnt).

Using values of ∆L and ∆A, the flame surface density Σ is estimated
and results are illustrated in Figure 5. Asymmetry is observed for all profiles
and are comparable in shape to those obtained by other researchers [14, 15]
for a two-dimensional V-shaped flame, under different turbulence conditions.
Skewing towards the burnt side is also observed. Results from some labora-
tory experiments [9] indicate that the peak of the profile moves further away
from 〈c〉 = 0.5 as turbulence increases. However, this is not apparent in the
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Figure 5: Variation of flame surface density with 〈c〉.

present simulations. Figure 6 compares the computed Σ profile with that
measured by Shepherd [14] under a similar turbulence intensity. See that the
profiles compare very well with similar maximum value and skewness towards
the burnt side.

4.3 Overall burning rate

Following Shepherd [14], the estimated overall burning rate

W ≈
∫ 〈c〉=0.95

〈c〉=0.05

Σ dη, (14)

where η is an integration path which is normal to the 〈c〉 contours and takes
a value of zero at 〈c〉 = 0.5 . Figure 5 illustrates that Σ is significantly less



4 Numerical experiments C834

0

0.04

0.08

0.12

0.16

0.2

0 0.2 0.4 0.6 0.8 1

<c>

Fl
am

e 
su

rf
ac

e 
de

ns
ity

Shepherd (1996)
Present work

Figure 6: Comparison between computed and experimental flame surface
density under an upstream turbulence of 7.0%.

at higher turbulence intensity. One might expect that lower Σ constitute
lower W . However, the experimental data of Shepherd [14] illustrate that,
W is greater at higher turbulence intensity. Hence a higher Σ does not
necessary imply a higher W . As shown in Figure 4, the flame area increases
with flame length. Since W is estimated by integrating Σ through the flame
zone, it is possible for cases having low Σ but with higher W . The overall
burning rates for all ten simulations are displayed in Figure 7. The minimum
and maximum burning rates obtained are 1.26 and 3.36 respectively. Observe
that the more intense the vortex circulation (and hence a higher upstream
turbulence intensity), the greater the overall burning rate. A second order
polynomial is fitted through the data points as an illustration that the rate
of increase of W gets progressively higher with upstream turbulence. Using
Figure 7 to estimate W for the V-shaped flame studied by Shepherd [14]
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Figure 7: Variation of overall burning rate with upstream turbulence.

gives a value of 1.47, which is very close to the values shown in Table 2 of
his paper.

5 Conclusions

Simulations tested a numerical algorithm termed Contour Advection with
Surgery (cas) applied to turbulent premixed combustion. Even at intense
upstream turbulence, in excess of 15%, cas can capture the flame front
evolution with ease. Results confirm that both averaged flame length and
flame zone area increase with turbulent intensity. Flame length is also longer
in regions having higher values of mean progress variable 〈c〉. Profiles of the
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flame surface density, Σ are comparable in shape to those obtained in similar
laboratory experiments but as turbulence increases, the shifting of the peak
away from 〈c〉 = 0.5 is not observed. The minimum and maximum burning
rate obtained are 1.26 and 3.36 respectively.
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