Sensor requirements for in situ imaging of multiple damage by Lamb waves
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Abstract

Lamb waves are guided waves that propagate in plate-like structures. These waves are well suited for wide-area inspection, such as aircraft wing skins, because of their relatively slow geometrical decay with propagation distance. Recently, a computationally efficient algorithm for in situ imaging was derived based on the multi-static data matrix. Here, previous work on imaging a single circular inhomogeneity is extended to the case of structural damage spread over two distinct sites. Detailed results are presented for the rank and bandwidth of the data matrix, showing the dependence on the overall size of the damage cluster. The implications of these results for the practically important problem of determining minimum sensor requirements for image reconstruction are discussed.
1 Introduction

The quantitative characterisation of structural damage is of significant importance to the continual assurance of structural integrity of aircraft structures, such as load-carrying thin-walled stiffened wing skins. With pertinent knowledge about damage location, geometry, size and severity, the structure’s fatigue life and residual strength can be assessed with established predictive tools.

Structural health monitoring (SHM) employs a distributed network of on-board sensors, to interrogate the candidate structure autonomously and systematically with diagnostic Lamb wave signals. Lamb waves have gained significant interest as an efficient means for wide-area damage surveillance. The waves employed are tuned to propagate in appropriate modes to ensure optimum sensitivity to the anticipated damage mode and size.

An imaging technique based on digital beam formation predicted the location
of a single damage area by combining individual receiver-actuator pair images created from cross-correlation of the scattered Lamb wave signals and the interrogating pulse [1]. Time-shift algorithms and minimum variance techniques were also employed to process Lamb wave scattered field signals and find the location of a damage in a complex plate-like structure [2, 3]. Density maps created from time-of-flight of scattered Lamb wave signals were used to illustrate the probability of damage occurrence and hence its location in a composite structure [4].

More recently, in situ imaging methods, such as one based on diffraction tomography, were employed to image damage in a structure and hence quantify the damage characteristics [5, 6]. For such imaging methods, a computationally efficient algorithm based on the multi-static data matrix $K$, which gives the scattered field at a receiver location $n$ due to a unit input at a source location $j$, was derived to image a single area of damage [7, 8, 9]. Accurate reconstruction in terms of location, geometry and size of the damage was achieved for both flat and stiffened aluminium plates [7, 8, 9].

Here, previous work is extended to the case where the structural damage is spread over two distinct sites. With the view of adapting the diffraction tomography approach [5, 6] to determine the minimum number of active sensors that are required for image reconstructions consistent with the theoretical image resolution, detailed results are presented for the damage modelled as two circular regions of unequal size and severity. In particular, the rank and bandwidth of the data matrix $K$ is determined. The severity is modelled as a reduction in plate thickness, as is appropriate for metal corrosion induced thinning.

2 Sensor configuration and data matrix

Consider a network of $N_s$ actuators (sources), distributed at discrete positions $X_j$ for $j = 1, \ldots, N_s$ along a closed curve $\Gamma_s$, and $N_r$ sensors (receivers)
2 Sensor configuration and data matrix

Figure 1: Concept of imaging. (a) Depiction of damage region and sensor array. (b) Illustration of discrete sampling of data matrix.

At locations $X_n$ for $n = 1, \ldots, N_r$ along a possibly different curve $\Gamma_r$. For simplicity, active sensors serve the dual roles of actuators and sensors. The active sensors are thus distributed along a single closed curve $\Gamma = \Gamma_s = \Gamma_r$ as shown in Figure 1(a) and $N = N_s = N_r$.

Some damage is illustrated in Figure 1(a) by a shaded region marked by $\Sigma_d$. It is assumed that the structure suffers some form of in-plane damage. The total wave field at any location $x$ in the structure due to a source at location $X_j$ is

$$u(x, \omega; X_j) = u^I(x, \omega; X_j) + u^S(x, \omega; X_j),$$

the superposition of incident wave field $u^I$ and scattered wave field $u^S$ due to the existence of damage. In the absence of damage, the scattered wave field is non-existent and $u^S = 0$. The total wave field $u(x, \omega; X_j)$ is a measured physical observable, such as the transverse deflection of a plate, that is, a Fourier transform at a particular angular frequency $\omega$. It is assumed that the plate response is linear, even when damage is present.
The multi-static data matrix $K$ contains all information about the damage and its elements are
\[ K_{nj}(\omega) = u^s(X_n, \omega; X_j), \tag{2} \]
where the scattered wave field is recorded at sensor location $X_n$ due to an incident wave originating from actuator location $X_j$. The indices $j$ and $n$ in equations (1) and (2) are used to identify source and receiver locations, respectively. In Figure 1(b), the elements $K_{nj}(\omega)$ are discrete samplings of the multi-static data function $K(\theta_r, \theta_s)$ defined over the two dimensional domain, $0 \leq \theta_r, \theta_s < 2\pi$. If the active sensors are evenly distributed along $\Gamma$, then the resulting sampled data points are equispaced with respect to both source angle $\theta_s$ and receiver angle $\theta_r$. For a chosen value of $\theta_r$, $K(\theta_r, \theta_s)$ is purely a function of source angle $\theta_s$ over an interval of $2\pi$. If $\theta_s$ is defined beyond $2\pi$, then the function would repeat itself in a periodic manner. Likewise, $K(\theta_r, \theta_s)$ is a $2\pi$ periodic function of $\theta_r$ for a selected value of $\theta_s$.

3 Case studies

Finite element (FE) modelling, with the software package Abaqus/Explicit [10], is used to simulate the Lamb waves and populate the data matrix $K$. An aluminium flat plate with dimensions $400 \times 400 \times 1.6\,\text{mm}^3$, is considered. An evenly distributed network of 88 active sensors, located on a radius $R_1 = 75\,\text{mm}$, in conjunction with a $200\,\text{kHz}$ fundamental anti-symmetric wave mode, is used in sequence to interrogate the plate, before and after the presence of a region of inhomogeneity. The wave is initiated by an out-of-plane force of unit strength at a single FE node for source locations in the form of a five-cycle Hanning windowed sine wave. Additionally, the damage (inhomogeneity) is modelled as a region of thickness reduction, positioned symmetrical about the mid-plane of the plate. Uniform quadrilateral shell elements with mesh size of $0.5 \times 0.5\,\text{mm}^2$ were used in the simulations. The time-domain transverse displacements for the FE nodes acting as receivers
Figure 2: Damage configuration. (a) Single damage area. (b) Multiple damage areas.

were extracted at a sampling frequency of 2 MHz and time-gated to emulate the response from an infinitely large flat plate.

3.1 Rank and bandwidth for a single inhomogeneity

For a single inhomogeneity, the circular damage as depicted in Figure 2(a) has a diameter $D = 5\lambda$, where the wavelength $\lambda = 7.5$ mm, and a total thickness reduction $\delta h = 0.3$ mm. The centre of gravity (COG) of the damage is positioned at coordinates $(x_{\text{COG}}, 0)$.

The bandwidth of the data matrix $K$ is evaluated with the discrete Fourier transform (DFT) of $K(\theta_r, \theta_s)$, for a fixed source at $\theta_s = \theta_j$ or fixed receiver at $\theta_r = \theta_n$:

$$\hat{K}(m, \theta_j) = \frac{1}{N} \sum_{n=1}^{N} K(\theta_n, \theta_j) \exp \left( \frac{-2i\pi mn}{N} \right), \quad -\frac{N}{2} \leq m < \frac{N}{2} - 1. \quad (3)$$

The entries to the DFT are simply the $j$th column or $n$th row of the data matrix $K$. 
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3 Case studies

Figure 3(a) shows the DFT of the data matrix using the first row, that is Sensor #1, $\theta_r = 0$, for a single inhomogeneity positioned at $x_{cog} = -12.5$ mm. The bandwidth $B$ which is non-dimensional, is 26.4 and is defined as half the width at which the DFT has fallen to 0.1 of its maximum value. The nonzero DFT values outside the vertical dash lines in Figure 3(a) are due to FE modelling errors. Theoretically, these values should be zero. The DFT using the 23rd row of the data matrix, that is Sensor #23, $\theta_r = \pi/2$, is illustrated in Figure 3(b) and $B = 20.8$. The $B$ values for Sensors #1 and #23 are the lower and upper extremes of the data matrix bandwidth. Further, the data matrix is amenable to a singular value decomposition (SVD) for which the numerical rank is defined as the number of singular values above a chosen threshold. As revealed in Figure 3(c), the calculated numerical rank is $R = 35$.

The bandwidth of the data matrix for a single scatterer is reduced to a minimum, such as that for COG of the inhomogeneity positioned at the centre of the sensor array, through factorisation. The factorised data matrix is

$$S_{nj} = \frac{K_{nj}}{\sigma G(X_n, x_0) G(x_0, X_j)},$$

where $\sigma$ is the strength of the scatterer and $G$ represents the prevailing Green’s function at the damage COG in the absence of any damage. The resulting DFT using the first and 23rd rows of the factorised data matrix is shown in Figure 3(d) and the bandwidth for both rows is reduced to about 18.

3.2 Rank and bandwidth for multiple inhomogeneities

Figure 2(b) shows two distinct circular damages of diameter $D_1 = 3\lambda$ and $D_2 = \lambda$, separated by a relative distance $x_r = 3\lambda$ and both located along the x-axis with COG of the damage cluster $(x_{cog}, 0)$. For the larger damage $D_1$, the reduction in thickness is $\delta h_1 = 0.3$ mm. Whereas for $D_2$, $\delta h_2 = 0.2$ mm. When compared to the previous example of a single damage area, the two
3 Case studies

Figure 3: Rank and bandwidth for an off-centre single damage. (a) DFT first row $B = 26.4$. (b) DFT 23rd row $B = 20.8$. (c) SVD showing rank $R = 35$. (d) Factorised DFT first row $B = 18.1$.

damage areas in the current configuration reside within the diameter $D = 5\lambda$, that is $D$ circumscribes $D_1$ and $D_2$.

The bandwidth for the data matrix are again calculated with equation (3) using the first and 23rd rows. The COG of the damage cluster is positioned at the centre of the sensor array. As revealed in Figure 4(a), the lower bandwidth is 10.9, and in Figure 4(b) the bandwidth is 15.8. The numerical rank is 25.

When the damage cluster is located away from the centre of the sensor array, the bandwidth increases but the rank remains unchanged. For damage located at $x_{\text{cog}} = -18.5$ mm, the bandwidth calculated with the first row shown in Figure 5(a) and with the 23rd row, in Figure 5(b), is 19 and 17.3, respectively.
4 Implications of results

Figure 4: Rank and bandwidth for multiple damage. (a) COG first row \( B = 10.9 \). (b) COG 23rd row \( B = 15.8 \).

The bandwidths, as revealed in Figures 5(c) and 5(d) are reduced to 10.9 using the first row and 16.7 for the 23rd row, when the data matrix is factorised by the Green’s function for a pristine plate at the location of the damage cluster’s COG.

4 Implications of results

Figure 6(a) shows the variation in bandwidth due to changes in position of a single damage area relative to the centre of the active sensor array. In this figure, the bandwidth of the original data matrix \( K \) increases as the location of the damage \( x_{\text{cog}} \) is moved further from the origin. Both bandwidth values, calculated with either the first or 23rd row, follow the same trend. However, the bandwidth of row one gradually becomes greater than that of row 23. Figure 6(a) also reveals that the bandwidth reduces to a minimum of approximately 17.5 when the data matrix is factorised by the appropriate Green’s functions, that is, when the bandwidth is equivalent to that of damage located at the centre of the sensor array. It is apparent that both rows one and 23 illustrate the reduction in bandwidth for all values of \( x_{\text{cog}} \).
4 Implications of results

Figure 5: Rank and bandwidth for an off-centre multiple damage cluster. (a) DFT first row $B = 19$. (b) DFT 23rd row $B = 17.3$. (c) Factorised DFT first row $B = 10.9$. (d) Factorised DFT 23rd row $B = 16.7$.

From Figure 6(a), and supported by Wang and Rose [8], the minimum number of spatial viewing angles, and therefore number of sensors required for reconstruction of a single damage area, corresponds to the rank approximately equal to double the bandwidth $2B \approx R$. In view of this, approximately 36 sensors are needed for damage size $D$, regardless of its position relative to the origin.

In Figure 6(b), the bandwidth for a damage cluster with two circular damage areas, calculated using row one of the original data matrix, increases as the cluster is positioned further away from the sensor array origin. Here, the bandwidth increases linearly from 11 to 19 for $\chi_{\text{cog}}$ values of 1.5 to $-18.5$ mm.
4 Implications of results

However, the bandwidths calculated with row 23 of the original data matrix for the same $x_{cog}$ are almost constant and are approximately 16.5 and 17.5, respectively. *Factorising* the data matrix and recalculating the bandwidth results in reduced bandwidth for row one but not row 23. In Figure 6(b), for row one of the factorised data matrix, the bandwidth reduces to a minimum of about 11, regardless of the values of $x_{cog}$. The bandwidth calculated using row 23 of the factorised data matrix remains generally unchanged and is similar to that calculated from the original data matrix. Similar to the case of a single damage area, about 36 sensors are required for imaging a cluster of two damage areas with sizes $D_1$ and $D_2$ and separated by relative distance $x_r$.

Unlike the configuration with a single damage area in which the bandwidth (and sensor requirement) are determined with any row or column from a factorised data matrix, the bandwidth for the case of multiple damage is dictated by the row (or column) that returns the greatest bandwidth. Figure 6(b) shows that the bandwidth for multiple damage areas is prescribed by row 23.

Despite both damage sizes $D_1$ and $D_2$ being smaller than $D$ (for the case with a single damage area), the selected minimum bandwidth for the cases with single and multiple damage areas are approximately the same. This suggests that the bandwidth, corresponding to the number of sensors to use in

![Figure 6: Variation of bandwidth for original and factorised data matrices. (a) Single damage. (b) Multiple damage.](image)
practice, is not only dictated by the size of the individual damage diameters, but the diameter of the entire damage cluster at the widest point, that is, the overall size of the damage cluster is the same as the single damage area.

From Figure 7, the minimum bandwidth is achieved when the data matrix is factorised by the prevailing Green’s function at the exact location of the $x_{cog}$ of the damage cluster. In Figure 7, $\alpha$, as illustrated in Figure 2(b), is the distance between the damage $x_{cog}$ and the location (and therefore Green’s function) selected for factorisation along the x-axis. In this example, the damage cluster and hence the $x_{cog}$ is positioned at the centre of the sensor array. The bandwidth evaluated with row one is at a minimum only when $\alpha = 0$. The bandwidth increases linearly on either side of the damage $x_{cog}$.

In the context of SHM and damage imaging (characterisation), the least number of sensors that are capable of reconstructing the damage should be used to produce hi-fidelity images and to minimise system mass (and complexity), for a specific range of damage sizes as stipulated by airworthiness regulations. The current work shows that the spread of multiple damage (at least for the case of two circular inhomogeneities) as well as the damage cluster’s overall
location relative to its $x_{\text{cog}}$, are also variables that prescribe the number of sensors to be employed.

5 Summary

This article presents detailed results relating to the bandwidth and rank of the multi-static data matrix for the case where damage is spread over two distinct locations. The minimum number of sensors that is required in practice for adequate imaging performance is dictated by the bandwidth, which is reduced by a factorisation procedure, if the centre of gravity of the damage is known. The results calculated with data from FE simulations for a flat aluminium plate reveal that each individual damage size, the overall size of the damage cluster at the widest point, and the position selected for factorisation are variables contributing towards the minimum number of sensors required for imaging.
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