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#### Abstract

Recently, a monotone iterative domain decomposition algorithm has been proposed for the numerical solution of nonlinear singularly perturbed reaction-diffusion problems. This paper describes a parallel implementation of the algorithm on a distributed memory cluster. Interprocess communication is effected by means of the MPI message passing library. For various domain decompositions, we give the convergence iteration count and execution time on up to 16 processors. The parallel scale-up of the algorithm improves as the number of mesh points is increased.
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## 1 Introduction

We are interested in the nonlinear singularly perturbed reaction-diffusion problem of elliptic type

$$
\begin{align*}
& -\mu^{2}\left(u_{x x}+u_{y y}\right)+f(x, y, u)=0, \quad(x, y) \in \omega \\
& \omega=\omega^{x} \times \omega^{y}=(0,1) \times(0,1), \quad u=g \text { on } \partial \omega \tag{1}
\end{align*}
$$

where $\mu \ll 1$ is the perturbation parameter and $\partial \omega$ is the boundary of $\omega$. We also assume that $c^{*} \geq f_{u} \geq c_{*},(x, y, u) \in \bar{\omega} \times \mathbb{R}$, where $c^{*}$ and $c_{*}$ are positive constants and $f_{u} \equiv \partial f / \partial u$. The solution is characterised by boundary layers of width $\mathcal{O}(\mu|\ln \mu|)$.

Discrete approximation of (1) leads to an algebraic system of nonlinear difference equations whose solution converges with mesh refinement to that of the continuous problem. The algebraic system is typically solved by Newton's method, or some other iterative technique. One drawback of Newton's method is its sensitivity to the initial guess. In contrast, the method of upper and lower solutions generates a monotonically convergent sequence from any
one of a wide class of initial iterates [4]. Indeed, as shown in [1], the initial iterate may be constructed using only the boundary conditions and a lower bound on $f_{u}$. No knowledge of the solution is necessary to implement the algorithm.

The advent of the Beowulf cluster has brought high-performance computing within reach of academe and thus fostered renewed interest in alternating Schwarz-type domain decomposition iterative algorithms. In [2] the domain is partitioned into nonoverlapping boxes and the monotone iterative method is applied on each subdomain. At each horizontal and vertical boundary, interfacial subdomains are introduced and corresponding linear problems generate boundary Dirichlet data for the nonoverlapping subdomains. As shown theoretically and confirmed by serial computations [2], the algorithm retains global monotonicity under such decomposition. This paper describes a parallel implementation of the algorithm from [2].

In Section 2 we define the piecewise uniform mesh from [3], on which the classical central difference scheme converges $\mu$-uniformly to the solution of (1). We then describe the domain decomposition algorithm from [2]. In Section 3 we discuss our parallel implementation of the algorithm. Section 4 presents numerical experiments for a model problem. For various domain decompositions we give the convergence iteration counts and execution times on up to 16 processors. Observing that domain decomposition enhances the algorithm's serial execution, we define parallel speedup in terms of the optimal decomposition for a given number of processors. The parallel scaleup of the algorithm improves as the mesh size is increased.

## 2 Box-domain decomposition algorithm

We provide here only a brief description of the nonlinear finite difference scheme for (1) and the monotone domain decomposition algorithm by which it is solved. Further details can be found in [2].

Let $N_{x}$ and $N_{y}$ be the number of mesh subintervals in the respective $x$ and $y$-directions. Boundary layer thicknesses $\sigma_{x}$ and $\sigma_{y}$ are chosen as

$$
\sigma_{x}=\min \left\{0.25, \mu c_{*}^{-1 / 2} \ln N_{x}\right\}, \quad \sigma_{y}=\min \left\{0.25, \mu c_{*}^{-1 / 2} \ln N_{y}\right\},
$$

and mesh spacings

$$
h_{x \mu}=\frac{4 \sigma_{x}}{N_{x}}, \quad h_{x}=\frac{2\left(1-2 \sigma_{x}\right)}{N_{x}}, \quad h_{y \mu}=\frac{4 \sigma_{y}}{N_{y}}, \quad h_{y}=\frac{2\left(1-2 \sigma_{y}\right)}{N_{y}} .
$$

The $x$-mesh $\bar{\omega}^{h x}$ is constructed thus: in each of the subintervals $\left[0, \sigma_{x}\right]$ and [ $\left.1-\sigma_{x}, 1\right]$ the fine mesh spacing is $h_{x \mu}$ whereas in the interval $\left[\sigma_{x}, 1-\sigma_{x}\right]$ the coarse mesh spacing is $h_{x}$. The $y$-mesh $\bar{\omega}^{h y}$ is constructed analogously. The mesh for $\bar{\omega}$ is then defined as the tensor product $\bar{\omega}^{h}=\bar{\omega}^{h x} \times \bar{\omega}^{h y}$.

Given a mesh function $U$ on $\bar{\omega}^{h}$, let $\mathcal{D}_{x}^{2} U(P)$ and $\mathcal{D}_{y}^{2} U(P)$ be the respective central difference approximations to the $x$ - and $y$-second derivatives at point $P \in \omega^{h}$. Define also the linear operator $\mathcal{L}^{h} \equiv-\mu^{2}\left(\mathcal{D}_{x}^{2}+\mathcal{D}_{y}^{2}\right)$. For discrete approximation of (1) we use the classical central difference scheme

$$
\begin{equation*}
\mathcal{L}^{h} U+f(P, U)=0, \quad P \in \omega^{h}, \quad U=g \text { on } \partial \omega^{h} . \tag{2}
\end{equation*}
$$

On the mesh $\bar{\omega}^{h}$ this scheme converges $\mu$-uniformly to the solution $u$ of (1). That is, there exists a constant $C$, independent of $\mu$ and $N$, such that

$$
\max _{P \in \bar{\omega}^{h}}|U(P)-u(P)| \leq C\left(N^{-1} \ln N\right)^{2}, \quad N=\min \left\{N_{x}, N_{y}\right\} .
$$

To solve the nonlinear difference scheme (2), we employ the box-domain decomposition algorithm from [2]. Consider a decomposition of $\omega$ into $M \times L$ nonoverlapping main subdomains $\omega_{m, l}, m=1, \ldots, M, l=1, \ldots, L$ :

$$
\omega_{m, l}=\left(x_{m-1}, x_{m}\right) \times\left(y_{l-1}, y_{l}\right), \quad x_{0}=0, \quad x_{M}=1, \quad y_{0}=0, \quad y_{L}=1 .
$$

Then introduce vertical interfacial subdomains $\theta_{m}, m=1, \ldots, M-1$ :

$$
\theta_{m}=\left(x_{m}^{b}, x_{m}^{e}\right) \times \omega^{y}, \quad x_{m}^{b}<x_{m}<x_{m}^{e}, \quad \theta_{m-1} \cap \theta_{m}=\emptyset,
$$

and horizontal interfacial subdomains $\vartheta_{l}, l=1, \ldots, L-1$ :

$$
\vartheta_{l}=\omega^{x} \times\left(y_{l}^{b}, y_{l}^{e}\right), \quad y_{l}^{b}<y_{l}<y_{l}^{e}, \quad \vartheta_{l-1} \cap \vartheta_{l}=\emptyset .
$$

With the global mesh $\bar{\omega}^{h}=\bar{\omega}^{h x} \times \bar{\omega}^{h y}$, we also require that

$$
\left\{x_{m}^{b, e}, x_{m}\right\} \subset \omega^{h x}, m=1, \ldots, M-1, \quad\left\{y_{l}^{b, e}, y_{l}\right\} \subset \omega^{h y}, l=1, \ldots, L-1 .
$$

1. On the whole mesh $\bar{\omega}^{h}$ choose an initial mesh function $V^{(0)}$ satisfying the boundary conditions, $V^{(0)}(P)=g(P), P \in \partial \omega^{h}$.
Given a global iterate $V^{(n)}$, Steps 2 through 5 below generate $V^{(n+1)}$.
2. For each main subdomain $\bar{\omega}_{m, l}^{h}$, solve the linear difference problem

$$
\left(\mathcal{L}^{h}+c^{*}\right) Z_{m, l}^{(n+1)}=-\left[\mathcal{L}^{h} V^{(n)}+f\left(P, V^{(n)}\right)\right], \quad P \in \omega_{m, l}^{h}=\omega_{m, l} \cap \omega^{h},
$$

with $Z_{m, l}^{(n+1)}\left(\partial \omega_{m, l}^{h}\right)=0$.
3. For each vertical interfacial subdomain solve the linear problem

$$
\left(\mathcal{L}^{h}+c^{*}\right) Z_{m}^{(n+1)}=-\left[\mathcal{L}^{h} V^{(n)}+f\left(P, V^{(n)}\right)\right], \quad P \in \theta_{m}^{h}=\theta_{m} \cap \omega^{h},
$$

with $Z_{m}^{(n+1)}\left(\partial \theta_{m}^{h}\right)$ defined by the mesh functions computed in Step 2.
4. For each horizontal interfacial subdomain solve the linear problem

$$
\left(\mathcal{L}^{h}+c^{*}\right) \tilde{Z}_{l}^{(n+1)}=-\left[\mathcal{L}^{h} V^{(n)}+f\left(P, V^{(n)}\right)\right], \quad P \in \vartheta_{l}^{h}=\vartheta_{l} \cap \omega^{h},
$$

with $\tilde{Z}_{l}^{(n+1)}\left(\partial \vartheta_{l}^{h}\right)$ defined by the mesh functions computed in Steps 2 and 3 .
5. Piece together the mesh functions from Steps 2 through 4:

$$
V^{(n+1)}(P)= \begin{cases}V^{(n)}(P)+\tilde{Z}_{l}^{(n+1)}(P), & P \in \bar{\vartheta}_{l}^{h}, \\ V^{(n)}(P)+Z_{m}^{(n+1)}(P), & P \in \bar{\theta}_{m}^{h} \backslash\left\{\bigcup_{l=1}^{L-1} \bar{\vartheta}_{l}^{h}\right\}, \\ V^{(n)}(P)+Z_{m, l}^{(n+1)}(P), & P \in \bar{\omega}_{m, l}^{h} \backslash\left\{\bigcup_{m=1}^{M-1} \bar{\theta}_{m}^{h} \bigcup_{l=1}^{L-1} \bar{\vartheta}_{l}^{h}\right\} .\end{cases}
$$

6. If the solution is not converged then increment $n$ and go to Step 2 .

## 3 Parallel implementation

We have implemented the box-domain decomposition algorithm on Helixthe distributed memory Linux cluster at Massey University, New Zealand. This comprises 65 nodes, each equipped with two Athlon MP-2100 processors, 1 GB of RAM and two gigabit network interface cards. The nodes are arranged on seven 24 port switches such that any two nodes are connected via at most three switches. Inter-processor communication is via the MPI library specification.

Because the mesh is only piecewise uniform, the linear systems may be nonsymmetric. Therefore, we solve all linear systems with the restarted $\operatorname{Gmres}(m)$ algorithm from [5] and the point Jacobi preconditioner. The present work concerns the first level of parallelisation. That is, each subdomain is wholly assigned to a processor and we do not parallelise Gmres. Hence, we only consider balanced domain decompositions - those in which the interfacial subdomains overlap the boundary layer. Although the analysis and serial computations of [2] have shown that unbalanced domain decompositions require fewer iterations for convergence, this advantage would be at least partially offset by the extra inter-processor communication required.

In a balanced domain decomposition, the main subdomains share the mesh points equally. However, the respective workloads of the corresponding linear problems vary with mesh spacing. In order to balance the load of Step 2, we first classify the main subdomains by mesh spacing, and then divide each class equally among the processors. Suppose we have an $M \times L$ decomposition and $P$ processors. Assuming that $M \geq 4$ and $L \geq 4$, there are $M L / 16$ main subdomains in each of the four corners $\left[0, \sigma_{x}\right] \times\left[0, \sigma_{y}\right]$, $\left[1-\sigma_{x}, 1\right] \times\left[0, \sigma_{y}\right],\left[0, \sigma_{x}\right] \times\left[1-\sigma_{y}, 1\right]$ and $\left[1-\sigma_{x}, 1\right] \times\left[1-\sigma_{y}, 1\right]$. Thus, there are $M L / 4$ main subdomains in which the respective $x$ - and $y$ - mesh spacings are $h_{x \mu}$ and $h_{y \mu}$. Let us denote this class by F-F (fine-fine). Next, in each of the regions $\left[\sigma_{x}, 1-\sigma_{x}\right] \times\left[0, \sigma_{y}\right],\left[\sigma_{x}, 1-\sigma_{x}\right] \times\left[1-\sigma_{y}, 1\right],\left[0, \sigma_{x}\right] \times\left[\sigma_{y}, 1-\sigma_{y}\right]$ and $\left[1-\sigma_{x}, 1\right] \times\left[\sigma_{y}, 1-\sigma_{y}\right]$, there are $M L / 8$ main subdomains in which the
respective $x$ - and $y$ - mesh spacings are either $h_{x \mu}$ and $h_{y}$ or $h_{x}$ and $h_{y \mu}$. In the numerical experiments of the next section we take $N_{x}=N_{y}$ and hence these $M L / 2$ subdomains are equivalent. We label this class F-C (fine-coarse). Finally, the region $\left[\sigma_{x}, 1-\sigma_{x}\right] \times\left[\sigma_{y}, 1-\sigma_{y}\right]$ is covered by $M L / 4$ main subdomains in which the respective $x$ - and $y$ - mesh spacings are $h_{x}$ and $h_{y}$. We denote this class C-C (coarse-coarse). Within a given class, each subdomain incurs the same computational cost. Comparing across classes, the cost per subdomain is greatest for the class F-F and least for the class C-C. If $P$ divides $M L / 4$, each processor is assigned $M L /(4 P)$ main subdomains of class F-F, $M L /(2 P)$ main subdomains of class F-C and $M L /(4 P)$ main subdomains of class C-C. If $P$ does not divide $M L / 4$, then load balancing requires second level parallelisation and we do not implement the $M \times L$ decomposition on $P$ processors. Similar considerations apply to decompositions in which $M$ or $L$ is equal to one, except that there are at most two classes of main subdomain. The vertical interfacial subdomains are shared as equally as possible among the $P$ processors $\{0,1, \ldots, P-1\}$ : $\bar{\theta}_{m}^{h} \mapsto$ $\bmod (m-1, P)$. The assignment of horizontal interfacial subdomains is similar: $\bar{\vartheta}_{l}^{h} \mapsto \bmod (l-1, P)$.

Consider the distribution of an $8 \times 4$ decomposition on four processors, shown schematically in Figure 1. During Step 2 of the algorithm, each processor solves over its assigned main subdomains and this workload is balanced. During Step 3, each processor solves over its assigned vertical interfacial subdomains. In contrast to the other processors which each have two, Processor 3 has only one vertical interfacial subdomain and so is idle for approximately half of Step 3. In Step 4, Processors 0,1,2 each solve over their assigned horizontal interfacial subdomain while Processor 3 remains idle. This idle time results in a loss of computational efficiency.

Another overhead of any parallel implementation is that of inter-processor communication. Before each of the algorithm's three steps, data must be transferred between subdomains. In Figure 1 we have indicated the data which must be transferred from Processor 0 to Processor 1 before the latter


Figure 1: A schematic of an $8 \times 4$ decomposition and the assignment of the subdomains to four processors $\{0,1,2,3\}$. Main subdomains are shown in blue, vertical interfacial subdomains are shown in green and horizontal interfacial subdomains are shown in red. The mesh spacing classes of the main subdomains are also indicated. The six blocks of data a-f must be transferred from Processor 0 to Processor 1 before Step 2 of the algorithm.
can solve over its main subdomains. From the left-most vertical interfacial subdomain on Processor 0, we must transfer the three blocks of data a, b and c to main subdomains on Processor 1. From the horizontal interfacial subdomain on Processor 0, we must transfer the three blocks of data d, $e$ and $f$ to Processor 1. In order to minimise the inter-processor communication, the data blocks a-f are buffered and sent as one message. This saving in communication comes at the relatively small (local) cost of composing the message on Processor 0 and decomposing the received message on Processor 1.

## 4 Numerical experiments

We now apply the algorithm to the reaction-diffusion problem

$$
\begin{aligned}
& -\mu^{2}\left(u_{x x}+u_{y y}\right)+\frac{u-4}{5-u}=0, \quad(x, y) \in \omega \\
& \omega=\omega^{x} \times \omega^{y}=(0,1) \times(0,1), \quad u(x, y)=1, \quad(x, y) \in \partial \omega
\end{aligned}
$$

The solution to the reduced problem $(\mu=0)$ is $u_{r}=4$. For $\mu \ll 1$ the problem is singularly perturbed and the solution increases sharply from $u=1$ on $\partial \omega$ to $u=4$ on the interior.

We solve the nonlinear scheme (2) by the domain decomposition algorithm of Section 2. We fix the perturbation parameter $\mu=10^{-3}$ and take $N_{x}=$ $N_{y}=N$ with $N=256$, 512 or 1024 . Given $P$ processors, where $P \in$ $\{1,2,4,8,16\}$, we are interested in the execution time of the algorithm under various domain decompositions. We suppose that $\{M, L\} \subset\{1,4,8,16,32\}$ and that the interfacial subdomains are either all maximal or all minimal. We initiate the algorithm with the mesh function $V^{(0)}\left(\omega^{h}\right)=0, V^{(0)}\left(\partial \omega^{h}\right)=1$. As shown in [2], this guarantees monotonic convergence to the solution of (2). Our convergence criterion is $\left\|V^{(n)}-V^{(n-1)}\right\|_{\bar{\omega}^{h}} \leq 10^{-5}$.

| $N$ | 256 |  |  |  |  | 512 |  |  |  |  | 1024 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $L \backslash M$ | 1 | 4 | 8 | 16 | 32 | 1 | 4 | 8 | 16 | 32 | 1 | 4 | 8 | 16 | 32 |
| 1 | 21 | $\frac{26}{21}$ | $\frac{40}{21}$ | $\frac{41}{22}$ | $\frac{49}{24}$ | 21 | $\frac{36}{21}$ | $\frac{62}{21}$ | $\frac{62}{21}$ | $\frac{72}{23}$ | 21 | $\frac{59}{21}$ | $\frac{102}{21}$ | $\frac{102}{21}$ | $\frac{113}{23}$ |
| 4 | $\frac{26}{21}$ | $\frac{26}{21}$ | $\frac{40}{21}$ | $\frac{41}{22}$ | 49 | $\frac{36}{21}$ | $\frac{36}{21}$ | $\frac{62}{21}$ | $\frac{62}{21}$ | $\frac{72}{23}$ | $\frac{59}{21}$ | $\frac{59}{21}$ | $\frac{102}{21}$ | $\frac{102}{21}$ | $\frac{113}{23}$ |
| 8 | ${ }_{4}^{21}$ | ${ }^{21}$ | ${ }_{41}^{21}$ | ${ }_{43}^{22}$ | ${ }_{55}^{24}$ | ${ }_{62}^{21}$ | ${ }_{62}^{21}$ | ${ }_{72}^{21}$ | ${ }_{72}^{21}$ | ${ }^{23}$ | 102 | 1 | ${ }^{21}$ | ${ }_{21}^{21}$ | 23 143 14 |
|  | 21 |  | ${ }^{21}$ | ${ }^{22}$ | ${ }^{24}$ | ${ }_{62}$ | ${ }_{62}^{21}$ | ${ }_{72}$ | ${ }^{21}$ | ${ }_{88}^{23}$ | 21 102 | 21 | 126 | 21 | ${ }^{23} 142$ |
| 16 | $\frac{41}{22}$ | $\frac{41}{22}$ | $\frac{43}{22}$ | $\frac{44}{22}$ | $\frac{57}{24}$ | $\frac{62}{21}$ | $\frac{62}{21}$ | $\frac{72}{21}$ | $\frac{73}{21}$ | ${ }^{83}$ | $\frac{102}{21}$ | $\frac{102}{21}$ | $\frac{126}{21}$ | ${ }_{21}^{127}$ |  |
| 32 | $\frac{49}{24}$ | $\frac{49}{24}$ | $\frac{55}{24}$ | $\frac{57}{24}$ | $\frac{67}{24}$ | $\frac{72}{23}$ | $\frac{72}{23}$ | $\frac{86}{23}$ | $\frac{88}{23}$ |  | $\frac{113}{23}$ | $\frac{113}{23}$ | $\frac{143}{23}$ | $\frac{144}{22}$ |  |

TABLE 1: The convergence iteration count of the algorithm for various $M \times L$ decompositions. Results corresponding to minimal and maximal interfacial subdomains are given above and below the line, respectively.

Table 1 shows convergence iteration counts for various mesh sizes $N$ and $M \times L$ decompositions. For each $N$, the iteration count of the undecomposed algorithm ( $M=1, L=1$ ) is 21 and this increases under decomposition. The convergence improves as the interfacial subdomains are enlarged.

In Table 2 we list the execution time of the $M \times L$ algorithm on $P$ processors. We first discuss the results for $P=1$ (the serial code) and $N=256$, corresponding to the major cell in the top-left corner of Table 2. The undecomposed algorithm executes in 34 seconds. Each of the 21 iterations entails the solution of a linear problem with $255^{2}$ unknowns. Consider now the $4 \times 4$ decomposition with minimal interfacial subdomains. Each global iteration entails the solution of 22 linear problems, 16 of which have $63^{2}$ unknowns (Step 2 of the algorithm) and 6 of which have 255 unknowns (Steps 3 and 4). Now, the GMRES operation count increases superlinearly with problem size. Therefore, the above-mentioned 22 linear problems are solved more quickly than the undecomposed algorithm's linear problem. Indeed, the 26 global iterations execute in just 15 seconds.

We now discuss the communication overhead of our implementation. Consider the problem with $N=256$ and the $32 \times 32$, minimal interfacial sub-


TABLE 2: The execution time, rounded up to the nearest second, of the algorithm on an $M \times L$ decomposition with $P$ processors. Results corresponding to minimal and maximal interfacial subdomains are given above and below the line, respectively. A $*$ indicates that the computational load of Step 2 cannot be balanced at the first level of parallelisation.


Figure 2: The parallel speedup for three mesh sizes $N$.
domain decomposition. With one processor, the (serial) code executes in 6.89 seconds. With two processors, the linear algebra of each step is shared equally but data must be transferred between the two processors before each step. In fact, each global iteration entails the inter-processor transfer of 4928 blocks of data. These blocks are buffered and sent as 6 MPI communications. This cost of composing and sending the messages more than offsets the reduced computational workload per processor. Thus, on two processors the algorithm executes in 7.60 seconds, and the best decomposition is that of $4 \times 32$, minimal interfacial subdomains.

As the global problem size increases to $N=512$ and $N=1024$, the linear algebra becomes increasingly significant and the communication overhead reduces correspondingly. Thus, for each decomposition we observe a reduction in execution time as the number of dedicated processors increases.

Given the serial performance of the algorithm, we quantify the parallel
speedup of our implementation. For a given mesh size $N$ and number of processors $P$, let $T(N, P)$ be the minimum execution time over all domain decompositions. In Table 2, $T(N, P)$ is the smallest time in the major cell corresponding to $N$ and $P$. We define the parallel speedup of the algorithm by the ratio $T(N, 1) / T(N, P)$. This is plotted in Figure 2 together with the ideal speedup. With $N=256$, the parallel speedup is greatest for $P=8$; with $P=16$ the extra capacity for computation is negated by the necessary communication. However, as $N$ increases to 512 and 1024 the linear algebra becomes increasingly significant and the communication overhead is justified.

## 5 Conclusion

We have considered the nonlinear reaction-diffusion problem and described a parallel implementation of the box-domain decomposition algorithm from [2]. Between any two processors, the necessary inter-subdomain transfers are buffered and sent as one MPI message. The parallel scale-up of the implementation improves with increasing $N$. On a $1024 \times 1024$ mesh, the optimal decomposition for any number of processors is the $32 \times 32$, minimal interfacial subdomain decomposition. On 16 processors we observed a parallel speedup of 13.04 which translates to a computational efficiency of $81.5 \%$.
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