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Abstract

The paper deals with numerical solving nonlinear integro-parabolic
problems based on an alternating direction implicit (ADI) scheme.
A monotone iterative ADI method is constructed. An analysis of
convergence of the monotone iterative ADI method is given.
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1 Introduction

We consider the nonlinear integro-parabolic problem

t

Ut — (uxlxl +uX2X2) + f(X, tu U.) + J 9*(Xa ta S,LL(X, S))ds = 07 (1)
0

(x,t) e wx (0,T], w={0<x, <l,,v=1,2}
u(x,t) =0, (x,t)eow x (0,T], u(x,0)=19(x), xe€w,

where x = (x1,%2) € R?, 0w is the boundary of w, and the functions f and
g* satisfy the Lipschitz continuity condition. Various reaction-diffusion-type
problems in chemical, physical and engineering sciences are described by
problem (1) [5].

Alternating direction implicit (ADI) methods are very efficient methods for
solving two or three dimensional parabolic problems. At each time-step, the
ADI method reduces two or three dimensional problems to a succession of
one dimensional problems, and, usually, one needs only to solve a sequence
of tridiagonal systems. We have previously constructed a nonlinear ADI
scheme, based on the Douglas-Rachford ADI scheme [2], for solving nonlinear
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parabolic problems [1]. In this paper, we extend the monotone ADI approach
of Boglaev [1]| to nonlinear integro-parabolic problems. Our iterative scheme
is based on the method of upper and lower solutions and associated monotone
iterates. We formulate a nonlinear ADI scheme for the numerical solution
of (1). A monotone iterative ADI method for the nonlinear ADI scheme is
then given. Convergence analysis of the monotone ADI method is discussed,
before finally presenting the results of numerical experiments.

2 The monotone ADI method

2.1 The statement of the iterative ADI method

Let 1 = (i1, 12) be a multiple index with i, = 0,1,...,M,, v =1, 2. Introduce
the uniform mesh
wh - {Xi - (Xilyxig)ai\/ - 07 17 R M\/vhv - 1\//M\lav = 172}7 (2)
w" :{tk :kT,O <k < N,tg :O,tN :T},
where h,, v = 1,2, and T are, respectively, space and time steps. When

no confusion arises, we write i € W™ and k € ", instead of, respectively,
xi € " and t € W*. Set

uix = u(ithy, ishe, k),  fix(uix) = f(i1hy, iohg, kT, k).

We approximate the integral in (1) by the finite sum g based on the Riemann
sum (the rectangular rule)

K
gik(uwix) = Z tg” (i1hy, 2ho, kT, 1T, Ui ).

1=1
For solving (1), consider the nonlinear two-level implicit difference scheme
T Ui — Ui + LU + @i (Ui ) =0, i€ ™, k=1, (3)
Ui =0, i€dw™ k=1, Wo=1;, i€@", Oix=Tfix+ gix
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The difference operator L™ = LM + L} is defined as follows
L0Ui = hy%[2U(xq, te) — U(x + hyey, ti) — U(xi —hyey, ti)], v=1,2,

where e, is the unit vector in the x,-direction, v =1, 2.
On each time level k > 1, introduce the linear difference problem

(LM + (T i) Wik =Sk, t€w™ Wi =0, i€dw", (4)
where ¢y = 0,1 € w" and Zik, 1€ w" is an arbitrary mesh function. We
formulate the maximum principle and give an estimate to the solution of (4).

Lemma 1. (i) If a mesh function Wiy satisfies the conditions
(LM + (T + e ) ) Wi 20 (<0), iew™ Wi 20(<0), iecdwh

then Wix 20 (£0) i€ wh.
(ii) The following estimate to the solution to (/) holds
Zikl

[Wicllgn < max ——=—, |Wx

h = Wi «l. 5
icwh Ci,k—l-’f17 o {22)*(1’ ik (5)

The proof of the lemma has been previously presented by Samarskii [6].

For solving (3), we use the nonlinear ADI scheme

LiUf =1 "Uipeg, i€ wh, (6)
UMk =0, ta=1...,My—1,
Lol =1 'US, — O (Uiy), 1€ @™
Ui, omMo) k=0, 1 =1,...,M; —1,
Ug=1;, iead", k=1, L,=LN0+r v=1,2
We have to solve My — 1 linear systems in the x;-direction and M; — 1
nonlinear systems in the xp-direction, for, respectively, U7 and Uy k.
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Remark 2. The class of ADI methods belongs to the class of splitting meth-
ods which have a number of generic forms, e.g., splitting linear terms from
nonlinear terms, splitting terms corresponding to different physical processes,
splitting x;-direction from xo-direction (dimensional splitting is the loca-
tion of ADI methods), spitting a large domain into smaller pieces (domain
decomposition) 3, 4].

-~

Mesh functions Ul X u: iy and Ll1 X, Ui, are ordered upper and lower solutions
of (6), if they satisfy Uy > Uyy, Uljk > U.lk, icw™ k> 1, and

~ 1 ~ -~ 1 -~ N
LUy — ;Ui,kq <0< L Uf, — ;ui,kfla iewh, (7)

WMok SOS Uigmypyipne 2=1..., M2 -1,

~ 1~ ~ ~
Lol = —Uf 4 Dii(Uii) <0< Lollix — u*k + @y (Uy), i€awh

Ui oMy x SO Uiy omyx, =1.... My—1, k=1,

We note that in some literature upper and lower solutions are called superso-
lution and subsolution. Assume that f and g* satisfy the constraints

da*
_f(x7t7u') < C(X7 t)) 0 < —i(x,t,u), (Xv t7u) € wx [O7T] X (—O0,00),
ou ou

(8)

where c(x, t) is a nonnegative bounded function in w x [0, T].

For solving (6), we calculate iterates Vl( k), > 1, by using the recurrence
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formulae

LiVie=1"Vik1, t€w™ Vimnnk=0 i=1...,My—1, (9)

(Lo +cin)Zi} = —Rin(ViE ), i€ wh
Rix(Vie =24 vf; Db o (ViE) = v
zW =V z™ =0, i1,=1,....My—1, n>2,

11,(0,M2),k 0 ,Ma)k i1,(0,M2),k
Vi(,? = Vi,k + Zi,k ; Vi,k = Vf}?‘), Vig=1i, tea",

where RLK(Vi(E_l)) is the residual of the difference scheme (6) on Vi(f]:_l),
Vi k—1 is an approximation of the exact solution on time level k — 1, ny is
a number of iterative steps on time level k, and c; x is defined in (8). We

af1 e
note that, if
becomes Newton s method. In general, Newton’s method does not possess
monotone property of iterative sequences which is a requirement for their
convergence (see Theorem 4 below, for details).

(Vl( k_l)) is in use instead of ¢y x in (9), the iterative method

2.2 Monotone property of the ADI method

We introduce the notation
Fi,k(ui,k) = Ci,kui,k - (Di,k(ui,k)- (10)

Lemma 3. Let U;yx, Vix be two mesh functions such that ﬂi,k < Vik <
Wik < Uiy, and let (8) hold. Then for k fized

Fir(Wix) > Fir(Vig), ie€a™ (11)

We now prove the monotone property of the iterative method (9).

Theorem 4. Assume that f and g* satisfy (8), where ﬂi,k and ﬁi,k are
ordered upper and lower solutions (7) of (6). Then the sequences {\_/SL)} with
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\_/1(7013 = ﬂiyk and &S{)} with y§ﬂj = ﬂtk generated by (9) are, respectively,

ordered upper and lower solutions to (6) and converge monotonically

w(n—1)

VI < vV <V < VY dedt, izl k>l (12)

Proof: Let W}, = ﬁfk — Vi, k= 1. From (7) and (9), it follows that
LW 20, tew", Wimm: =0, fa=1... My—1

By the maximum principle in Lemma 1, it follows that W, > 0,1 € @". From

here and Violl = U is an upper solution, we conclude that 3%171(11171) = 0,
i€ whin (9). From here and (9), we have

=(1) . =(1) .
(524’01,1)21,1 < O, 16 (Uh, Zil,(O,Mz),l < O7 11 = 1,...7M1—1.

By Lemma 1, it follows that

Similarly, we conclude that

From (9), Vi = Vo =1, in the notation WETQ) = \_/51) — \_/?,13, n >0, we

have

(L2 + 01,1)W~(711) = Fi,l(vi(?l)) —Fu(v)), iewh

i —i,1

1 .
Wi(l,)(O,MQ),l 2 07 1 = 1,-..,]\41—17

where F is defined in (10). Since \_/E?l) > V% by Lemma 3, we conclude that

—i,1»
the right hand side in the difference equation is nonnegative. The positivity
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property in Lemma 1 implies Wi(}l) > 0,1€ @". From here, (13) and (14),
we conclude (12) fork=1,n=1.

We now prove that V&) and Mgll) are, respectively, upper and lower solu-
tions (7). Using the mean-value theorem, from (9) we obtain

—) of =(1) 09. (1)
Ria(Viy) =~ <Ci,1 - (EE}B)) Zi b QU ZE (9)
7(1) 1) A1) _ 170 o - .
where Vi <E;},Q;; < Vi;. From here, (12) for k=1, n=1, (13), (14),
it follows that the partial derivatives satisfy (8). From (8), (13) and (15), we

conclude that

v . (1) .

iRi,l(Vi’l ) =0, 1€ (,Uh7 vil,(O,MQ),l =0, 1L=1,..., M; —1.
Thus, V (p, t1) is an upper solution. Similarly, we can prove that \%k (p t1)
is a lower solution. By induction on n, we can prove that {V11 } is a mono-

tonically decreasing sequence of upper solutions and {Vl 1 } is a monotonically
increasing sequence of lower solutions, which satisfy (12) for k = 1.

From (12) with k = 1, it follows that

ﬂi,l < V \_/ 1’1171, i€ wh. (16)

—11

From here and by the assumption of the theorem that u: {9 and u: io are,
respectively, upper and lower solutions (7), we conclude that UfQ and U12
are upper and lower solutions with respect to Vi = \_/1(71 nd V;, = \_/S}l)

LU, >1 Wiy, LU, <T Ve, i€aw™ (17)
From here and (9), in the notation W* = U* — V*, it follows that

LiW), 20, iew", Wimgnwe =0, =1,...,My—1
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By the maximum principle in Lemma 1, we have W{, > 0,1 € w". From here

and v1(0) = Uis an upper solution, we conclude that R; o(U;2) > 0,1 € wh
in (9). The proofs of the inequalities (compare with (13), (14) and (16))
=(1) 1 1 (1) .
Zi, <0< ;E,z)v \—/EQ) < Vi, 1€ a",
and the fact that VFQ) and \_/512) are, respectively, upper and lower solutions
are similar to the proofs on time level k = 1. By induction on n, we prove that
{\_/EE)} and {MS)} are, respectively, monotonically decreasing and increasing

sequences of upper and lower solutions, which satisfy (12) for k = 2.

By induction on k, k > 1, we can prove that {VETQ} and {\_/ETL)} are, respectively
monotonically decreasing and monotonically increasing sequences of upper
and lower solutions, which satisfy (12). We prove the theorem. [ )

2.3 Convergence analysis of the ADI method

We assume that f and g* satisfy the two-sided constraints

*

dg
ou

of
D<c <o lutw<e, 0<—2xtu<a,  (18)
(x,t,u) € w x [0, T] x (—00, 00),
where c,, ¢* and q* are positive constants. We also assume that

T < min(+/1/q*, ¢c./q%). (19)

Lemma 5. Assume that f, g* satisfy (18) and T satisfies (19). Then the
nonlinear ADI scheme (6) has a unique solution.

We choose the stopping criterion of the ADI method (9) in the form

IR (ViR leon < 8, (20)
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where 8 is a prescribed accuracy, and set up Vi = Vi(f]lk)

Ny is minimal subject to (20).

, i€ @™, such that

We state Gronwall’s inequality from [7] in the following form.

Lemma 6. Let {wy} be a sequence on nonnegative real numbers satisfying

< ak+Zb1W1, k>1,

where {ay} is a nondecreasing sequence of nonnegative numbers, and by = 0.

Then .
wkgakexp (Zb1>, k>1
1=1

Theorem 7. Under the assumptions of Lemma 5, for the sequence {V },
generated by (9), (20), the following estimate holds

max [ Vie = Ullgn < CT)S, (21)

where Uy i is the unique solution to (6).

Proof: We present the difference problem for Vi, = V{Tﬁk) in the form

LoVig+ Qix(Vi) —T1V5 = Ri(VIHH), i€ wh,
V11,(0M2 0 11:1,...,M1—1.
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From here, (6) and using the mean-value theorem, we get the following
difference problems for Wi*,k = Vi*’ « — Wik and Wiy = Vi — Uji:

LlW*k:T Wlk 1, i,E (,Uh, WEkO,M1),iQ,k:O’ iQ :17...7M2_1,

(22)

(Qll) i1,

T~
o)
(Y]
+

o

-—'3
™
T

~
=
ES
|
=
fay
=<
T
_|_
|
S
o
|

P’I ~

where the partial derivatives are calculated at intermediate points, which
lie between Ui and Vi, 1 < 1 < k. From here, by using (5), we have
[Wiillan < HWk 1| From here (18), by using (5) and taking into account
that according to Theorem 4 the stopping criterion (20) can always be satisfied,

we estimate wy = ||[Wy||gn from (22) in the form
K
wi < Wy +7T°q" ZW1 + T5.
1=1

From here and wy = 0, by induction on k, we prove the inequality

Kk
wy < k16 + T2 q* Z(k—l+ 1w

=1

By Lemma 6 with ax = k18, k > 1 and by =t?p(k —1+1), 1 <1 <k, we

get
k
wy < (kTd) exp (TQq* Z l) .

1=1

From here and taking into account that 5, 1< k?/2, kt < T, we prove (21)
with C(T) = Texp(q*T?/2). [
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3 Numerical experiments

As a test problem, we consider (1) in the form
f=u? g*=-—u/(1+u), P =sin(mx;)sin(mxs),

where T =1 and |, =1, v =1, 2. The following functions ﬂi,k =1, ﬁiﬁk =0,
i€ w", k > 1, are, respectively upper and lower solutions. From here, we
have

0<f,=2u<?2, —g,=1/(14+u)?>0, 0<u<l.

u

Thus, we choose ¢ = 2,1 € @™, k > 1, in the iterative method (9).

We discretize the differential problem by the finite difference approximation
on an uniform space mesh with the step size hy = hy = h (N = 1/h) and
& = 107% in (20). We compare the monotone iterative ADI method with
the iterative method, where we employ the conjugate graDIent method with
the preconditioner based on the incomplete LU factorization (ILUCG). In
Table 1, for different values of N, we present execution times (CPU times)
of the monotone iterative ADI and iterative ILUCG methods, where T = h.
The data in the table indicate that the monotone iterative method executes
much faster than the iterative ILUCG method.

Table 1: Numerical results for the test problem.

N 32 64 128 256 512
Tani(8) 1.61e-1 2.55e-1 1.38e0 1.21E1 9.61El
Tinvea(s)  811E-1 5.78E0 4.76E1 6.10E2 6.41E3
Tivea/Ta 5.04E0  2.27E1  3.45E1 5.04E1 6.67El
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