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Abstract

A number of techniques and applications in neutron imaging that
exploit wavelength resolved measurements have been developed re-
cently. One such technique, known as energy resolved neutron imaging,
receives ample attention because of its capability to not only visualise
but to also quantify physical attributes with spatial resolution. The
objective of this article is to develop a reconstruction algorithm for
elastic strain tomography from Bragg edge neutron transmission strain
images obtained from a pulsed neutron beam with high resolution.
This technique has several advantages over those using monochromatic
neutron beams from continuous sources; for example, finer wavelength
resolution. In contrast to the conventional radon based computed
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tomography, wherein neutron transmission revolves around the inver-
sion of the longitudinal ray transform that has uniqueness issues, the
reconstruction in the proposed algorithm is based on the least squares
approach, constrained by an equilibrium formulated through the finite
element method.
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1 Introduction
Energy resolved transmission imaging using time-of-flight (tof) spectroscopy
of pulsed neutrons can give high wavelength-resolution Bragg edge trans-
mission spectra of polycrystalline materials. In these experiments, the term
Bragg edge refers to a sudden increase in the relative transmission of neutron
beams passing through polycrystalline solids as a function of wavelength.
These edges are formed through diffraction where a neutron of wavelength λ is
coherently scattered by crystal planes with lattice spacing dkhl, provided that
the scattering angle θ satisfies Bragg’s law λ = 2dkhl sin θ. A sudden increase
in transmission occurs once λ > 2dkhl as a neutron cannot be scattered by
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more than 180◦ [8]. Tomographic reconstruction determines a map of an un-
known quantity within an object from lower dimensional projections. A well
known example is computed tomography, where a set of flat two dimensional
X-ray images are analysed to build a three dimensional image of the scalar
density.

Strain imaging raises the prospect of strain tomography, and over the past
decade several attempts have been made to solve the resulting tensor re-
construction problem. Lionheart and Withers [5] demonstrated that it is
not possible to reconstruct strain in the general setting since the strain field
produced by any given set of projections is not unique. Hence, additional
information (equilibrium [2] or compatibility constraints) is required to re-
construct the required strain field from all the possibilities. Abbey et al. [1]
developed an algorithm using different basis functions along with compati-
bility constraints [3]. Unknown strain can also be reconstructed by using a
machine learning technique involving Gaussian processes [4, 6].

In this article, we describe a method to tomographically reconstruct the
elastic strain from a series of Bragg edge strain measurements by using finite
element discretisation. The proposed algorithm is tested on cantilevered beam
simulated data in two dimensions and is shown to be capable of reconstructing
a strain tensor field after imposing equilibrium conditions.

2 Strain reconstruction algorithm

2.1 Strain measurement

The strain is measured in the direction of the scattering vector, which bisects
the angle between the incident and diffracted beams. Lattice spacing d
is determined from the measured angular position of the Bragg reflection
by illuminating the material with a monochromatic collimated beam of
neutrons [7]. The strain free lattice spacing is d0. In a stressed material,
lattice spacings are altered and a shift in each Bragg peak position occurs.
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Hence, for tof instruments the elastic strain is

ε =
d− d0
d0

=
4d
d0
. (1)

At a fixed scattering angle θ, the tof t is proportional to the lattice spacing d;
that is,

t ∝ d sin θ . (2)

The average strain within a body, as measured by Bragg edge neutron trans-
mission, is idealised as a line integral typically known as a longitudinal ray
transform (lrt). This line integral captures the component of strain along
the line s in the direction of unit normal n̂ = (n1, n2). For a ray in the
direction n̂ which enters the sample at xa and has length L inside the sample,
as shown in Figure 1, the lrt is

Γε =
1

L

∫L
0

n̂ ε(xa + sn̂) n̂
T ds , (3)

where
ε(x, y) =

[
ε11(x, y) ε12(x, y)
ε21(x, y) ε22(x, y)

]
∈ R2×2

is the symmetric strain tensor field with ε12(x, y) = ε21(x, y). The finite
element rectangular mesh plate used for the algorithm is shown in Figure 1.

3 Model

3.1 Simulation measurement

For reconstruction, we assume that the strain is expressed as a linear com-
bination of basis functions, where (x, y) is an arbitrary point in the sample
geometry displayed in Figure 1 and where xa = (xa, ya) and xb = (xb, yb) are
entry and exit points of the ray, respectively, with n̂ = (xb−xa)/‖xb−xa‖ =
(n1, n2) . Define the strain field components as

ε11(x, y) = β1 + β2x+ β3y+ β4xy ,
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Figure 1: Longitudinal ray transform: (left) finite element mesh plate; and
(right) sample geometry.

ε12(x, y) = γ1 + γ2x+ γ3y+ γ4xy = ε21(x, y) ,

ε22(x, y) = η1 + η2x+ η3y+ η4xy , (4)

where {βi, γi, ηi}, i = {1, 2, 3, 4}, are unknowns which needs to be determined.
The main problem is to find the strain components in the line integral (3).
Expanding the terms in this line integral gives

Γε =
1

L

∫L
0

( 2∑
i,j=1

ni εij(xa + sn̂)nj

)
ds . (5)

The strain components defined in equation (4) are now rewritten in matrix
form. Let (xr, yr), r ∈ {1, 2, 3, 4}, be the node values at the four corners of
the rectangle in the sample geometry (Figure 1), and εrk` = εk`(x

r, yr) for
r ∈ {1, 2, 3, 4}, k, ` ∈ {1, 2}, represents the value of the known strain at the
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rth node position. Hence, matrices of strain components are
ε111
ε211
ε311
ε411

 =


1 x1 y1 x1y1

1 x2 y2 x2y2

1 x3 y3 x3y3

1 x4 y4 x4y4



β1
β2
β3
β4

 ,

ε112
ε212
ε312
ε412

 =


1 x1 y1 x1y1

1 x2 y2 x2y2

1 x3 y3 x3y3

1 x4 y4 x4y4



γ1
γ2
γ3
γ4

 ,

ε122
ε222
ε322
ε422

 =


1 x1 y1 x1y1

1 x2 y2 x2y2

1 x3 y3 x3y3

1 x4 y4 x4y4



η1
η2
η3
η4

 .
The above matrices are rewritten as

ε̃11 = Aβ̃ , ε̃12 = Aγ̃ , ε̃22 = Aη̃ ,

A−1ε̃11 = β̃ , A−1ε̃12 = γ̃ , A−1ε̃22 = η̃ ,

where all unknowns {β̃, γ̃, η̃} are written in terms of known strain values at
the node values (xr, yr) and substituted into the exact integral expression (5).

3.2 Cantilevered beam problem

In this section we describe the Bragg edge measurements for the cantilevered
beam problem. Geometrically, the line integral (5) resembles the area of a
plane perpendicular to the xy plane and extending from the ray path to the
surface to the sample. Figure 2 shows a visualisation of a cantilevered beam
of width W, thickness t, ray propagation distance co-ordinate s, ray distance
inside beam L, load P and a rectangular discretisation.

The Bragg edge measurements are approximated by

Γε ≈
1

L

∑
j∈B

∫Lj
0

n̂Tεj n̂ds ,

where B = {B1, B2, . . . , BN} is the set of all rectangular elements intersected
by different rays with associated length Lj in element Bj, as shown in Figure 2.
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Figure 2: Cantilevered beam: (left) beam setup; and (right) rectangular beam
elements Bj are intersected by different neutron rays with associated lengths Lj,
with this example showing a ray intersecting the j = 1, 2, 5 elements.

Hence, for one ray which intersects Bj with j ∈ {1, 2, 5} , as in the example
shown in Figure 2, the Bragg edge measurement is approximated by

Γε ≈
1

L

[∫L1
0

n̂Tε1 n̂ds+

∫L2
0

n̂Tε2 n̂ds+

∫L5
0

n̂Tε5 n̂ds

]
, (6)

where L =
∑

j Lj . Using the exact integral expression and evaluation of
basis functions for each element, the integral is reformulated in terms of βj,
γj and ηj which depend on the node values and the simple strain evaluation
at the particular node point.

3.3 Constructing a system of equations

For N rays we construct an N dimensional line integral vector with each
element corresponding to one rayΓ1...

ΓN

 =

Cβ
1
1 · · · Cη14

... . . . ...
CβN1 · · · CηN4


β

1
1
...
ηN4

 ,
where, for i ∈ {1, 2, 3, 4} and j ∈ {1, 2, . . . ,N} , Cβji represents the coefficients
of βji and Cγ

j
i represents the coefficients of γji . We rewrite the above equation
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as
Γ̂ = Kφ ,

where Γ̂ is a vector containing all of the Bragg edge strain measurements, K is
a sparse coefficient matrix with elements that contain unit direction vector
components and basis function evaluations, and φ is a vector containing all the
unknowns for each element. Once the matrix K and vector Γ̂ are formed, the
problem is reduced to one of solving the linear algebraic system of equations
for the unknown coefficients represented by vector φ. In practice the system is
usually overdetermined since the number of unknown coefficients is relatively
small compared to the amount of experimental data available (i.e., K matrix
will be sparse with only 12 non-zero values in each row corresponding to the
coefficients of all unknowns in the integral).

Solutions φ were found by least-squares fitting where the problem is reduced
to finding a vector φ∗ such that

‖Kφ∗ − Γ̂‖2 = min ‖Kφ− Γ̂‖2 , (7)

where the constraints to the optimization problem (7) are obtained by impos-
ing the equilibrium equations

∂

∂x
(εxx + νεyy) +

∂

∂y
(1− ν)εxy = 0 ,

∂

∂y
(εyy + νεxx) +

∂

∂x
(1− ν)εxy = 0 .

To reconstruct the strain we further integrate these equilibrium equations
over each element B, which leads to the weak formulation∫∫

B

[β2 + β4y+ ν(η2 + η4y) + (1− ν)(γ3 + γ4x)]dxdy = 0 ,∫∫
B

[η3 + η4x+ ν(β3 + β4x) + (1− ν)(γ2 + γ4y)]dxdy = 0 .

4 Simulation and analysis
To demonstrate the performance of the proposed algorithm, a well known 2D
cantilevered beam problem is studied. We consider the 2D strain field for
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Figure 3: True strain fields (left) εxx , (middle) εxy and (right) εyy.

Figure 4: Reconstructed strain fields (left) εxx, (middle) εxy and (right) εyy
over a 4× 4 rectangular mesh with Young’s modulus E = 200GPa , Poisson’s
ratio ν = 0.3 and with (top row) 20 projections and (bottom row) 60 projec-
tions.

rectangular beam geometry [0, 12]× [0, 10] with load P = 2 kN, and thickness
t = 3mm (Figure 2). This beam problem is excellent for testing the algorithm
since the analytical solutions to the strain field exist and are shown in Figure 3.
A finite element model of the system was constructed using the rectangular
mesh. Reconstructed solutions to the strain fields for the cantilevered beam
are shown in the Figure 4 for 20 and 60 projections.
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Average errors are shown in the bottom plots of Figures 5–8, with associated
projections over 360◦ shown in the top plots. A few different projection
configurations are considered. For example, the projections shown in Figures
5 and 7 are based on constant angular increments, where every new angle
divides one of the largest angular gaps according to the golden ratio. This
guarantees that the maximum amount of new information is gained. The
numerical errors are calculated using the root-mean-square error

Error =

√∑N
i=1(Ti − Ri)

2

N
,

where N is the total number of nodes, Ti is the true strain value and Ri is the
reconstructed strain value at the particular node i.

5 Conclusion
Features of a beam are revealed or enhanced in neutron transmission imaging
by the wavelength resolved cross section. Numerical solutions were obtained
from a finite element model with a structured rectangular mesh. While
problem discretisation and numerical errors can undoubtedly contribute to
an imperfect reconstruction (with more noise), additional error was caused
mainly by a systematic error in the measurement environment. After some
threshold, increasing the number of measurements (i.e., projections) nets
little information about the sample. Rapid convergence to the true solution
was observed as the number of projections were increased from the minimum.
In summary, it was found that the reconstruction algorithm was extremely
effective at achieving strain field reconstruction.

Acknowledgements The Australian Research Council supports this work
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grant, UNIPRS, UNSR5050 Central School.
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Figure 5: The top plot shows rays with projection angles based on the golden
angle increment over 360◦ and the bottom plot shows the convergence rate of
the number of rays with respect to the mesh discretisation.
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Figure 6: The top plot shows rays with random projections and the bottom
plot shows the convergence rate of the number of projections with respect to
the mesh discretisation.
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Figure 7: The top plot shows rays with projection angles based on the golden
angle increment over 360◦ and the bottom plot shows the convergence rate of
the number of rays with respect to the mesh discretisation.
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Figure 8: The top plot shows rays with different rotations of projected angle
and the bottom plot shows the convergence rate of the number of projections
with respect to the mesh discretisation.
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