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An adaptive numerical scheme for a partial
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Abstract

One method of modelling cell-cell adhesion gives rise to a partial
integro-differential equation. While non-adaptive techniques work in
the numerical modelling of such an equation, there are also many
opportunities for optimisation. The studied partial integro-differential
equation has a tendency to produce aggregations leaving large regions
where both the function value and derivative are equal to zero, leading
to a higher resolution than needed and lower than desired resolution
where the aggregations form. In order to overcome this we develop
an adaptive scheme in both space and time using a modified form of
Matlab’s ode45 and finite volume methods to more efficiently simulate
the studied partial integro-differential equation. We use our numerical
scheme to simulate the problem presented by Armstrong et al. [J. Theor.
Biol. 243 (2006), pp. 98–113] and compare results.
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1 Introduction

1.1 Cell-cell adhesion

Cell-cell adhesion is a biological process by which cells bind or stick to each
other through transmembrane proteins called cell-adhesion molecules. It is
through this process that tissue is formed, maintained and eventually broken
down. In 1955, Townes and Holtfretter [8] showed using amphibian cells
that cell sorting is dependant on cell adhesion. They found that dissociated
amphibian cells return to their original configuration once the pH of their
solution is returned to normal. Steinburg [6, 5, 7] later found that cell
envelopment is transitive; that is, if given three cell types A, B and C, if
A envelopes B and B envelopes C then A envelopes C.

In 2006, Armstrong et al. [1] proposed a continuum approach to modelling
cell-cell adhesion and developed a non-local advection model that was able
to replicate Steinberg’s experiments [6, 5, 7]. Cells were modelled using
a conservative system where cells only undergo two types of movement:
random diffusion and directed adhesion. For the adhesive movement, each
cell is assumed to have a sensing radius R which represents the range over
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which cells can detect their surroundings. This sensing radius may be larger
than the average cell radius through the extension of cell protrusions or
mechanosensing. Sheratt et al. [4] extended the model of Armstrong et al. [1]
to include generalised cell kinetics (i.e., cell birth and death). For N cell
types, the jth cell type is modelled by

∂uj

∂t
= Dj

∂2uj

∂x2
−
∂

∂x
[ujKj(u)] + cj(u) ,

Kj(u) =
φj

Rj

∫Rj
−Rj

N∑
k=1

Sjkgjk [uj(x+ x0),uk(x+ x0)]ωj(x0)dx0 ,

where uj(x, t) is the density of cell type j, u is a vector of cell densities with
jth element uj(x, t), Dj is the diffusion coefficient of cell type j, cj is a function
representing the jth cell kinetics, Rj is the sensing radius of the jth cell type,
φj is a constant related to viscosity, Sjk is the adhesion strength between
cell types j and k, gjk [uj(x+ x0),uk(x+ x0)] describes the forces and their
dependence on local cell densities, and ωj(x0) describes how the direction
and magnitude of the force change with position x0.

We consider gjk of a logistic form, ωj(x0) = sign(x0) , Rj = φj = 1 , periodic
boundary conditions (i.e., uj(t, 0) = uj(t,L) for domain length L), and a
static cell population (i.e., cj(u) = 0).

2 Numerical scheme

We now derive a numerical scheme for a single population modelled by

∂u

∂t
= D

∂2u

∂x2
−
∂

∂x
[uK(u)] ,

where

K(u) = Suu

∫ 1
−1

max[u(1− u), 0] sign(x0)dx0 .
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Table 1: Symbol definitions in relation to an arbitrary grid cell i.
Symbol Definition
∆xi the spatial width of the grid cell i in the x direction
hi+ 1

2
the distance between grid cell centres i and i+ 1

xi the x value at the centre of the grid cell i
Ui the average density of the population u over the grid cell i

Table 1 defines terms used in the numerical scheme for arbitrary grid cell i.
For the diffusion term we use a standard first order central differencing scheme,
thus using the terms defined in Table 1,

∂2u

∂x2
≈ 1

∆xi

(
Ui+1 −Ui
hi+ 1

2

−
Ui −Ui−1
hi− 1

2

)
.

We leave the advection term in conservative flux form and use an upwinding
scheme with a linear Riemann approximator [2]. To evaluate the integral K(u)
we use a rectangle method (or midpoint rule) and sum the volumes of each
grid cell within the sensing radius R. This gives for our integral

K[u(xi)] ≈ Suu

(
n∑
k=1

∆xi+kmax[Ui+k(1−Ui+k), 0]

−

m∑
k=1

∆xi−kmax[Ui−k(1−Ui−k), 0]

)
,

where n and m are selected such that
n∑
k=1

∆xi+k = R−
∆xi

2
and

m∑
k=1

∆xi−k = R−
∆xi

2
.

Next, let Fi = UiK(Ui) and then using the Riemann approximator we find
that

Wi− 1
2
= Ui −Ui−1
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and

Si− 1
2
=

(Fi − Fi−1)W
−1
i− 1

2

, Wi− 1
2
6= 0 ,

(Fi − Fi−1)h
−1
i− 1

2

, Wi− 1
2
= 0 .

Finally we define Fi− 1
2
= Wi− 1

2
Si− 1

2
, and then the advection component

becomes

∂

∂x
[uiK(u)] ≈

1

∆xi

[
Fi− 1

2
H(Si− 1

2
) + Fi+ 1

2
H(−Si+ 1

2
)
]
,

where H is the Heaviside function defined by

H(x) =

{
0, x < 0 ,
1, x > 0 .

For our time step we use the Dormand–Prince method, which is an explicit
adaptive Runge–Kutta method where the initial approximation uses fourth
order Runge–Kutta and the error estimate uses a fifth order Runge–Kutta
method. The error estimate is then used to adapt the time step [3]. We
use an explicit rather than implicit time-stepping method as the integral
component K(u) results in a nonlinear matrix that becomes computationally
expensive to solve. For this scheme we derive the stability condition [2] as

max
(∣∣∣∣ D∆x2i + K(Ui)

∆xi

∣∣∣∣)∆t 6 4 .
2.1 Optimisation

We investigate two spatial optimisation schemes. As the solution tends
towards aggregations we tested a volume based refinement method. For this
method the mean volume of the grid cells is m = 1

N

∑N
i=0∆xiUi , and for

some constants α and β, we refine if

∆xiUi > αm ,
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and coarsen if
∆xiUi + ∆xi+1Ui+1 < βm .

The second refinement scheme is based on a refinement method presented
by Van Loan [3, §3.1.4]. In this scheme we refine if the absolute difference
between an average density of two cells and the cell in between is more than
some constant, ∣∣∣∣Ui +Ui+22

−Ui+1

∣∣∣∣ > α ,

and coarsen if the absolute value of the gradient between two cells is less than
a predefined value, that is, ∣∣∣∣∣Ui+1 −Uihi+ 1

2

∣∣∣∣∣ < β .

Refinement is achieved by splitting a cell into two cells with equal density
and cell width. For coarsening, two cells are combined and the resulting cell
has a density equal to the weighted average of the two combined cells, that is,

Unew =
Ui∆xi +Ui+1∆xi+1

∆xnew
,

for xnew the width of the new grid cell.

3 Results

We ran a series of simulations on two population densities u and v, given by

∂u

∂t
= Du

∂2u

∂x2
−
∂

∂x
[uKu(u, v)] ,

∂v

∂t
= Dv

∂2v

∂x2
−
∂

∂x
[vKv(u, v)] ,
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where

Ku(u, v) = Suu
∫ 1
−1

max[u(1− u− v), 0] sign(x0)dx0

+ Suv

∫ 1
−1

max[v(1− u− v), 0] sign(x0)dx0 ,

Kv(u, v) = Svv
∫ 1
−1

max[v(1− u− v), 0] sign(x0)dx0

+ Svu

∫ 1
−1

max[u(1− u− v), 0] sign(x0)dx0 .

To test the validity of our refinement methods we ran simulations correspond-
ing to those presented by Armstrong et al. [1]. On comparing our results with
those of Armstrong et al. we observe qualitatively similar behaviour. All sim-
ulations are run with periodic boundary conditions, that is u(t,L) = u(t, 0) .
The spatial domain is x = [0, 20] , the time domain is t = [0, 500] , and initial
conditions are u(0, x) = 0.2+µ , v(0, x) = 0.2+µ where µ is some uniformly
distributed noise, µ ∼ U(0, 0.01). For simplicity, in all cases Svu = Suv = C

for constant C.

For the gradient based refinement method α = 0.01 and β = 0.0005 , the
minimum grid spacing is ∆xmin = 0.025 , and the maximum grid spacing
is ∆xmax = 0.2 . For the reference simulation the maximally refined grid
is ∆x = 0.025 . Finally, as the volume based method performed poorly in
terms of accuracy, in the interest of brevity the corresponding results are not
presented here.

Figure 1 shows the results corresponding to cellular mixing when the two
cell types evenly occupy the same space. To simulate this behaviour D = 1 ,
Su = 25 , Sv = 7.5 and C = 22.5 . Figure 2 shows the engulfment results
when one cell type completely engulfs the other. To simulate engulfment
D = 0.1 , Su = 25 , Sv = 2.5 and C = 5 . Figure 3 shows the partial
engulfment results in which one cell type partially engulfs the other. To
simulate this D = 1 , Su = 25 , Sv = 25 and C = 12.5 . Figure 4 shows the
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Figure 1: For cell mixing we used D = 1 , Su = 25 , Sv = 7.5 and C =
22.5 . The qualitative behaviour of the maximally refined grid reference
simulation (left) and refinement method (right) look is similar. The differences
in the two simulations may be due to a limitation with the finite volume
method, as discussed in Section 4.
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Figure 2: For full engulfment we used D = 0.1 and Su = 25 , Sv = 2.5 ,
C = 5 . The qualitative behaviour of the maximally refined grid reference
simulation (left) and refinement method (right) is very similar. The differences
in the two simulations may be due to a limitation with the finite volume
method, as discussed in Section 4.
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Figure 3: For partial engulfment we used D = 1 and Su = 25 , Sv = 25 ,
C = 12.5 . The qualitative behaviour of the maximally refined grid reference
simulation (left) and refinement method (right) is very similar. The differences
in the two simulations may be due to a limitation with the finite volume
method, as discussed in Section 4.
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Figure 4: Cell Sorting, the following values were used D = 1 , Su = 25 ,
Sv = 7.5 , C = 0 . The qualitative behaviour of the maximally refined grid
reference simulation (left) and refinement method (right) is very similar. The
differences in the two simulations may be due to a limitation with the finite
volume method, as discussed in Section 4.



4 Conclusion C198

Table 2: Computation time comparison between the gradient based refinement
method (gbr) and a maximally refined grid (mrg), it can be seen that the
refinement method vastly improves computation times. All computations
were performed on the same computer under the same running conditions.

Mixing Engulfment Partial Engulfment Sorting
gbr mrg gbr mrg gbr mrg gbr mrg
1836 108798 317 12135 2047 109613 2934 112894

sorting results whereby the two cell populations sort into their different types.
To simulate sorting D = 1 , Su = 25 , Sv = 7.5 and C = 0 . Figures 1–4
show qualitative agreement between the maximally refined grid simulations
and the gradient based refinement method, and these simulations are also
qualitatively similar to the original results of Armstrong et al. [1, Fig. 9].
Section 4 considers the quantitative differences between these three results.
Finally, the computation times of the reference maximally refined grid and
the gradient based refinement method are presented in Table 2.

4 Conclusion

We developed an adaptive spacial scheme for a partial-integro differential
equation that considerably reduces computational costs and maintains qualita-
tive behaviour. However, there are differences in the quasi-steady states that
might be introduced by the relationship between grid spacing, the integral
component of the equation, and the averaging step within the finite volume
method. In other words, after each time step the value of Ui is averaged
over the cell i; if the cell spacing is too large this may change the integral
component of the equation K(u) in cells within the sensing radius R, thus
causing movement that otherwise would not occur. To rectify this more time
needs to be spent deciding on minimum and maximum grid spacings, when
to perform the refinement, as well as better characterisation of the errors.
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