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#### Abstract

The numerical approximation of integrals containing strongly singular integrals, in particular Cauchy principal value integrals, is a major issue connected, e.g., to the boundary integral approach for many types of partial differential equations. Whereas the one-dimensional


[^0]problem has been addressed very intensively in recent years, much less attention has been paid to multidimensional problems. In the present paper, we investigate two possible approaches to this problem, corresponding to generalizations of two approaches known in the 1-D case. In principle, both methods can be applied to integration domains of arbitrary shape, although we find that certain combinations of algorithms and domains are more useful than others. In particular, we discuss error estimates and show that the methods are highly competitive. Moreover, in contrast to most of the previously discussed methods, the approaches are very efficient when integrals have to be calculated for various locations of the singularity.
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## 1 Introduction

The topic of this paper is the numerical approximation of Cauchy principal value integrals in more than one dimension. Following [14, Ch. 8], we concentrate our attention on integrals of the form

$$
\begin{equation*}
I[f](t):=\int_{B} \frac{f(x)\langle v, x-t\rangle}{\|x-t\|^{d+1}} d x:=\lim _{\epsilon \rightarrow 0+} \int_{B \backslash B_{\epsilon}(t)} \frac{f(x)\langle v, x-t\rangle}{\|x-t\|^{d+1}} d x . \tag{1}
\end{equation*}
$$

Here $B$ is a $d$-dimensional domain contained in $\mathbb{R}^{k}$ where $k=d$ or $k=d+1$, and $t \in B$. Moreover, $v \in \mathbb{R}^{k}$ is an arbitrary given vector, $\langle\cdot, \cdot\rangle$ is the standard inner product in $\mathbb{R}^{k}$, the norm is the usual Euclidean norm, and $B_{\epsilon}(t):=\{x \in B:\|x-t\|<\epsilon\}$. Integrals of this form play an important role when partial differential equations are recast into boundary integral equations in order to be solved, e.g., by the boundary element method (BEM) [10, 11, $14,18,19,20]$. Note that, since the order of the singularity is the same as the dimension of the domain of integration, the integral will usually not exist in the classical sense. However, it is known that under rather weak assumptions on the integrand function $f$, the limit mentioned in (1) will exist.

For our purposes, the following very simple criterion [14, Lemma 8.1.11] will be sufficient.

Lemma 1 Assume that the function $f$ satisfies a Hölder condition of order $\nu>0$. Then, $I[f](t)$ exists for every $t$ in the interior of $B$.

A vast number of publications dealing with this problem in $\mathbb{R}^{1}$ has appeared in recent years, but for the multidimensional problem only a few results are known, mainly discussing the two-dimensional case $[3,5,16,17,20]$. Our methods can be applied to problems in any number of dimensions, and the domains of integration can be of (almost) completely arbitrary shape.

We present two different methods that can be applied to evaluate the integral (1) numerically. Our investigations focus on error estimates, but numerical stability problems will also be addressed. Moreover, the methods are derived in such a way that an efficient calculation of $I[f](t)$ is possible even in the case that approximations are sought for many different values of $t$. The key to this efficiency is simply to choose (most of) the nodes of the quadrature formulas independent of the location of $t$. Note that frequently this issue is not taken into consideration [3, 20].

In classical applications, the BEM is normally used for linear equations only. In this case, the range of integration $B$ of the singular integrals is usually the boundary of the domain where the solution of the partial differential equation is sought. Typically, in such a situation the set $B$ itself does not
have a boundary (e.g., if the PDE is to be solved on a ball, $B$ would be a sphere). In recent work some authors have tried to extend the BEM idea to nonlinear problems [1, pp. 255ff.]. Doing so, it turns out that Cauchy singular integrals arise whose domain of integration is the entire area where the PDE is given, which has a boundary. Some of the classical methods used for the numerical approximation of (1) perform very badly if $t$ is close to the boundary of $B$. We shall see this in $\S 3$. Therefore, we derive alternative methods avoiding these problems.

In all cases, the quadrature formulas will be based on the combination of the Cauchy integral operator and a spline interpolation operator. We also interpret this spline interpolation operator in the spirit of a finite-element technique. The spline approach is known to be both conceptually simple and highly efficient in numerical work. For the problem of one-dimensional integrals with strong singularities, this has been discussed in [9].

The remainder of this paper is organized as follows. In the next section we introduce the spline interpolation operator that our methods will be based upon. Sections 3 and 4 contain the descriptions and investigations of our two types of quadrature formulas, and in $\S 5$ we state some general remarks and discuss possible generalizations.

## 2 The Interpolation Operator

As mentioned in the introduction, all our quadrature formulas are based on the same interpolation operator, which is used in different ways. We now start by describing this operator. For the sake of simplicity, we momentarily restrict our attention to two-dimensional regions $B \subset \mathbb{R}^{2}$, and moreover we assume that the boundary of $B$ is a polygon that nowhere touches itself. The generalization to domains of higher dimensions and other shapes will be discussed later.

Given a such a domain $B$, we follow the classical finite-element idea and introduce a triangulation, i.e. we divide $B$ into a number of triangles $T_{j}$, $j=1,2, \ldots, N_{T}$, such that the following properties hold:

1. $\cup_{j=1}^{N_{T}} T_{j}=B$;
2. for $j_{1} \neq j_{2}$, the intersection $T_{j_{1}} \cap T_{j_{2}}$ is either empty or consists of one point or one complete edge of both triangles;
3. all interior angles of all triangles are bounded from below by a constant $\theta>0$;
4. $\max _{j} \operatorname{diam} T_{j} \leq h$;
where $\operatorname{diam} T:=\sup _{x, y \in T}\|x-y\|$ is the diameter of $T$. Then we say that $B_{h}:=\left\{T_{j}: j=1,2, \ldots, N_{T}\right\}$ is an $h$-triangulation of $B$.

On each triangle $T_{j}$, we interpolate the function $f$ with a polynomial of degree $m \geq 1$ in such a way that the resulting interpolating function is continuous on $B$. The way we choose to proceed here is the classical way of achieving this goal. Denoting the corners of $T_{j}$ by $T_{j}^{1}, T_{j}^{2}$, and $T_{j}^{3}$, we take the points

$$
\begin{equation*}
\frac{1}{m}\left(\mu_{1} T_{j}^{1}+\mu_{2} T_{j}^{2}+\mu_{3} T_{j}^{3}\right), \quad \mu_{1}, \mu_{2}, \mu_{3} \in\{0,1, \ldots, m\}, \quad \mu_{1}+\mu_{2}+\mu_{3}=m \tag{2}
\end{equation*}
$$

as interpolation nodes. It is well known that this choice of nodes leads to a unique solution of the interpolation problem, and moreover the resulting piecewise polynomial is continuous on $B$. The function interpolating $f$ defined in this way will be called $\pi_{h}[f]$.

For the approximation properties of the piecewise polynomial chosen in this way, we have the following error estimate [2].

Lemma 2 Let $f \in C^{\mu+1}(B)$ where $\mu \leq m$, and let $\pi_{h}[f]$ be constructed according to the description above, then

$$
\left\|f-\pi_{h}[f]\right\|_{\infty}=\mathcal{O}\left(h^{\mu+1}\right) \quad \text { and } \quad\left\|\nabla\left(f-\pi_{h}[f]\right)\right\|_{\infty}=\mathcal{O}\left(h^{\mu}\right)
$$

where the norms are Chebyshev norms taken over $B$, and $\nabla$ is the usual gradient operator.

Obviously we may find such a triangulation for every domain $B$ bounded by a polygon if $h$ is sufficiently small. We have thus found a good approximation for $f$ whose gradient simultaneously is a good approximation of the
gradient of $f$. This will be the key to the error bounds for the quadrature methods. Similar observations have been made for the one-dimensional quadrature problem [9].

Before we come to our quadrature formulas, we state one more property of the function $\pi_{h}[f]$ that we use later on.

Lemma 3 Under the assumptions mentioned above, for any given triangulation $B_{h}, \pi_{h}[f]$ fulfils a Hölder condition of order one on $B$.

Proof: The proof is essentially the same as the proof for the corresponding one-dimensional problem. First note that $\pi_{h}[f]$ is a polynomial on every triangle $T_{j}$. Thus it is differentiable there, and in particular it fulfils a Hölder condition of order one with Hölder constant $L_{j}$. Moreover, because of the continuity of $\pi_{h}[f]$ on $B$, the Hölder property is not lost as we move from one triangle to an adjacent triangle. Since we only have finitely many triangles, $L:=\max _{j} L_{j}$ exists, and therefore $\pi_{h}[f]$ fulfils a global Hölder condition on $B$ with Hölder constant $L$.

## 3 A Product Quadrature Method

The product quadrature method is probably the simplest method: we simply replace $f$ by $\pi_{h}[f]$ in (1). Thus our product quadrature formula $Q_{h}$ is defined
according to

$$
\begin{equation*}
Q_{h}[f](t):=I\left[\pi_{h}[f]\right](t) \tag{3}
\end{equation*}
$$

It is an obvious consequence of Lemmas 1 and 3 that $Q_{h}[f](t)$ exists for every $t$ in the interior of $B$. Of course, for a practical implementation it is not sufficient to know only that the required approximation exists, one also needs a concrete formula for $Q_{h}[f]$. To write such a formula is possible in view of the structure described in (3). For example, one can use the classical method of the subtraction of the singularity:

$$
Q_{h}[f](t)=I\left[\pi_{h}[f]-\pi_{h}[f](t)\right](t)+\pi_{h}[f](t) I[1](t) .
$$

Computer algebra systems like Mathematica handle the second integral; for the first integral we notice that the singularity has disappeared. We may perform a polynomial division to rewrite this integral as an integral over a polynomial multiplied by a weakly singular function. Both the polynomial division and the actual integration can be then also delegated to a computer algebra system. The resulting formulas are rather lengthy, therefore we refrain from explicitly mentioning them here.

One of the particularly attractive features of this method is that the location of the quadrature nodes (these being identical to the interpolation nodes) is completely independent of $t$. This means that if we need to approximate $I[f](t)$ for a range of different values of $t$, we only need to perform the function evaluations of $f$ once. These values may then be re-used when $t$ is changed. Additional function evaluations are not necessary. Many of the previously discussed methods $[3,17,20]$ do not share this property. A method
that does implement the re-use of functional values has been proposed recently in [13]. (I thank an anonymous referee for drawing my attention to this as yet unpublished reference.)

For this method, we derive the following error estimate.

Theorem 4 Let $m, B, B_{h}$ and $\pi_{h}$ be as stated in §2. Moreover, let $f \in$ $C^{\mu+1}(B)$ where $\mu \leq m$, and let $B^{*}$ be a closed subset of the interior of $B$, then

$$
I[f](t)-Q_{h}[f](t)=\mathcal{O}\left(h^{\mu+1} \ln h^{-1}\right)
$$

holds uniformly for all $t \in B^{*}$.

Note that, under our assumptions on the function $f$, it is not possible to construct a quadrature formula with a smaller uniform error bound. This follows since the ideas used for the corresponding result in the one-dimensional setting $[6, \S 3]$ can be carried over to the multidimensional problem without any major modifications. In other words, the error term of the quadrature formula $Q_{h}$ is of optimal order.

Proof: By assumption, there exists a $\delta>0$, independent of $t$, such that for all $t \in B^{*}$ we have $\left\{x \in \mathbb{R}^{2}:\|x-t\| \leq \delta\right\} \subset B$. Since we are interested in an asymptotic estimate as $h \rightarrow 0$, we assume in the present proof that $h<\delta$.

Applying the definition of $Q_{h}$ we obtain

$$
\begin{equation*}
I[f](t)-Q_{h}[f](t)=\int_{B \backslash B_{h}(t)} \frac{r_{h}(x)\langle v, x-t\rangle}{\|x-t\|^{3}} d x+\int_{B_{h}(t)} \frac{r_{h}(x)\langle v, x-t\rangle}{\|x-t\|^{3}} d x \tag{4}
\end{equation*}
$$

where $r_{h}:=f-\pi_{h}[f]$, and $B_{h}(t):=\left\{x \in \mathbb{R}^{2}:\|x-t\|<h\right\} \subseteq B$. We bound the two integrals in the following way. For the first integral

$$
\left|\int_{B \backslash B_{h}(t)} \frac{r_{h}(x)\langle v, x-t\rangle}{\|x-t\|^{3}} d x\right| \leq\left\|r_{h}\right\|_{\infty} \int_{C \backslash B_{h}(t)} \frac{|\langle v, x-t\rangle|}{\|x-t\|^{3}} d x
$$

where $C$ is the smallest circle with centre at $t$ such that $B \subseteq C$. Because of the boundedness of $B$, we see that the radius of $C$ is bounded from above by an absolute constant $\rho$ independent of $t$. Introducing polar coordinates and applying Lemma 2, we derive

$$
\begin{aligned}
\left|\int_{B \backslash B_{h}(t)} \frac{r_{h}(x)\langle v, x-t\rangle}{\|x-t\|^{3}} d x\right| & \leq \mathcal{O}\left(h^{\mu+1}\right) \int_{0}^{2 \pi} \int_{h}^{\rho} \frac{\left|v_{1} r \cos \theta+v_{2} r \sin \theta\right|}{r^{2}} d r d \theta \\
& \leq \mathcal{O}\left(h^{\mu+1}\right) \int_{0}^{2 \pi}\left|v_{1} \cos \theta+v_{2} \sin \theta\right| d \theta \int_{h}^{\rho} \frac{1}{r} d r \\
& =\mathcal{O}\left(h^{\mu+1} \ln h^{-1}\right)
\end{aligned}
$$

uniformly for $t \in B^{*}$. To bound the remaining integral in (4), first note that an explicit calculation reveals

$$
\begin{equation*}
\int_{B_{h}(t)} \frac{\langle v, x-t\rangle}{\|x-t\|^{3}} d x=0 \tag{5}
\end{equation*}
$$

Using this identity and Taylor's theorem, we rewrite the integral in question according to

$$
\begin{aligned}
\int_{B_{h}(t)} \frac{r_{h}(x)\langle v, x-t\rangle}{\|x-t\|^{3}} d x & =\int_{B_{h}(t)} \frac{\left(r_{h}(x)-r_{h}(t)\right)\langle v, x-t\rangle}{\|x-t\|^{3}} d x \\
& =\int_{B_{h}(t)} \frac{\langle v, x-t\rangle \nabla r_{h}(\xi)}{\|x-t\|^{2}} d x
\end{aligned}
$$

where $\xi \in B$. Now use Lemma 2 and introduce polar coordinates once again to obtain

$$
\begin{aligned}
\left|\int_{B_{h}(t)} \frac{r_{h}(x)\langle v, x-t\rangle}{\|x-t\|^{3}} d x\right| & \leq \mathcal{O}\left(h^{\mu}\right) \int_{B_{h}(t)} \frac{|\langle v, x-t\rangle|}{\|x-t\|^{2}} d x \\
& \leq \mathcal{O}\left(h^{\mu}\right) \int_{0}^{2 \pi} \int_{0}^{h}\left|v_{1} \cos \theta+v_{2} \sin \theta\right| d r d \theta \\
& =\mathcal{O}\left(h^{\mu+1}\right)
\end{aligned}
$$

This bound also holds uniformly for all $t \in B^{*}$. Combining the bounds, we find the desired result.

Note that the statement of Theorem 4 implies convergence in a pointwise sense for every $t$ in the interior of $B$. However, uniform convergence cannot be achieved by this method in general. This is, in fact, the major disadvantage of the product quadrature approach. The proof of this claim follows from the next result.

Theorem 5 Let $B, B_{h}$ and $\pi_{h}$ be as stated in §2. Moreover, let $f \in C^{1}(B)$ and assume that there exists a triangle $T_{j} \in B_{h}$ such that the restriction of $f$ onto $T_{j}$ is not a polynomial, then

$$
\sup _{t \in B}\left|I[f](t)-Q_{h}[f](t)\right|=\infty
$$

Proof: Since $f$ is not a polynomial on $T_{j}$, there exists a point $t^{*}$ at the boundary of $B$ and at the boundary of $T_{j}$ such that $f\left(t^{*}\right) \neq \pi_{h}[f]\left(t^{*}\right)$. Now, defining $r_{h}:=f-\pi_{h}[f]$, we see that

$$
\begin{aligned}
\sup _{t \in B}\left|I[f](t)-I\left[\pi_{h}[f]\right](t)\right| & \geq \limsup _{t \rightarrow t^{*}}\left|I\left[r_{h}\right](t)\right| \\
& =\underset{t \rightarrow t^{*}}{\limsup }\left|I\left[r_{h}-r_{h}\left(t^{*}\right)\right](t)+r_{h}\left(t^{*}\right) I[1](t)\right| \\
& \geq \limsup _{t \rightarrow t^{*}}\left(\left|r_{h}\left(t^{*}\right) I[1](t)\right|-\left|I\left[r_{h}-r_{h}\left(t^{*}\right)\right](t)\right|\right)
\end{aligned}
$$

Looking at these terms independently, we derive that, since the function $r_{h}-r_{h}\left(t^{*}\right)$ vanishes at $t^{*}$, the expression $I\left[r_{h}-r_{h}\left(t^{*}\right)\right](t)$ remains bounded as $t \rightarrow t^{*}$. Recalling that $|I[1](t)|$ diverges to infinity as $t$ approaches the boundary of $B$ and that $r_{h}\left(t^{*}\right) \neq 0$, we obtain that the upper limit is indeed infinite.

One of the key points in this argument is that $B$ does have a boundary. A statement like that of Theorem 5 need not hold, e.g., in situations where $B$ is the surface of a cube or a sphere in $\mathbb{R}^{3}$ that we will address below.

## 4 A Quadrature Formula of the Third Kind

In the one-dimensional case, essentially two ideas have been proposed to overcome the difficulty of the non-uniform convergence of the product quadrature rules: modified methods [12, §3.2.1]; and formulas of the third kind, cf. [7, 15] and the references cited therein. Although the modified methods are very attractive because of their simplicity and their nice theoretical convergence behaviour [8] when the integrand function is smooth, they show severe numerical instabilities when applied practically and may even diverge if the integrand is not smooth [4]. Therefore, we concentrate on formulas of the third kind. They are known [7] not to have these problems.

A quadrature formula of the third kind, $Q_{h}^{(3)}$, for the Cauchy principal value integral (1) is constructed as follows. We start by rewriting the integral according to

$$
I[f](t)=\int_{B}(f(x)-f(t)) \frac{\langle v, x-t\rangle}{\|x-t\|^{3}} d x+f(t) \int_{B} \frac{\langle v, x-t\rangle}{\|x-t\|^{3}} d x
$$

then we replace the function $f$ in its two occurrences in the first integral by the approximation $\pi_{h}[f]$. The factor $f(t)$ in front of the second integral remains unchanged. Thus, the quadrature formula is defined by

$$
\begin{equation*}
Q_{h}^{(3)}[f](t):=\int_{B}\left(\pi_{h}[f](x)-\pi_{h}[f](t)\right) \frac{\langle v, x-t\rangle}{\|x-t\|^{3}} d x+f(t) \int_{B} \frac{\langle v, x-t\rangle}{\|x-t\|^{3}} d x \tag{6}
\end{equation*}
$$

As far as the practical evaluation of this formula is concerned, much the same
points apply as already mentioned in the previous section when discussing the product quadrature approach.

For these quadrature formulas, we prove a uniform error bound that is of the same order of magnitude as the bound provided for the product rules in Theorem 4, and thus is also of optimal order.

Theorem 6 Let $m, B$ and $\pi_{h}$ be as stated in §2. Moreover, let $f \in C^{\mu+1}(B)$ where $\mu \leq m$, then

$$
I[f](t)-Q_{h}^{(3)}[f](t)=\mathcal{O}\left(h^{\mu+1} \ln h^{-1}\right)
$$

holds uniformly for all $t \in B$.

Proof: By construction,

$$
I[f](t)-Q_{h}^{(3)}[f](t)=\int_{B}\left\{f(x)-f(t)-\left(\pi_{h}[f](x)-\pi_{h}[f](t)\right)\right\} \frac{\langle v, x-t\rangle}{\|x-t\|^{3}} d x
$$

As in the proof of Theorem 4, we split the integral into one part covering the integration region $B_{h}(t)=\{x \in B:\|x-t\| \leq h\}$, and one part covering the remainder of $B$. For the first of these integrals, we derive

$$
\left|\int_{B_{h}(t)}\left\{f(x)-f(t)-\left(\pi_{h}[f](x)-\pi_{h}[f](t)\right)\right\} \frac{\langle v, x-t\rangle}{\|x-t\|^{3}} d x\right|
$$

$$
\begin{aligned}
& \leq \int_{B_{h}(t)}\left|\frac{f(x)-f(t)-\left(\pi_{h}[f](x)-\pi_{h}[f](t)\right)}{\|x-t\|} \frac{\langle v, x-t\rangle}{\|x-t\|^{2}}\right| d x \\
& \leq\left\|\nabla\left(f-\pi_{h}[f]\right)\right\| \int_{B_{h}(t)} \frac{|\langle v, x-t\rangle|}{\|x-t\|^{2}} d x
\end{aligned}
$$

by an application of the multidimensional version of Taylor's theorem. Lemma 2 yields that the first factor here is $\mathcal{O}\left(h^{\mu}\right)$ uniformly for all $t$, and an explicit calculation for the second factor reveals

$$
\int_{B_{h}(t)} \frac{|\langle v, x-t\rangle|}{\|x-t\|^{2}} d x \leq \int_{0}^{2 \pi} \int_{0}^{h}\left|v_{1} \cos \theta+v_{2} \sin \theta\right| d r d \theta \leq \mathcal{O}(h)
$$

also uniformly for all $t$. Thus, we have the uniform bound

$$
\left|\int_{B_{h}(t)}\left(f(x)-f(t)-\left(\pi_{h}[f](x)-\pi_{h}[f](t)\right)\right) \frac{\langle v, x-t\rangle}{\|x-t\|^{3}} d x\right|=\mathcal{O}\left(h^{\mu+1}\right)
$$

For the remaining integral, we proceed as follows. We write

$$
\begin{aligned}
& \left|\int_{B \backslash B_{h}(t)}\left\{f(x)-f(t)-\left(\pi_{h}[f](x)-\pi_{h}[f](t)\right)\right\} \frac{\langle v, x-t\rangle}{\|x-t\|^{3}} d x\right| \\
& \quad \leq 2\left\|f-\pi_{h}[f]\right\| \int_{B \backslash B_{h}(t)} \frac{|\langle v, x-t\rangle|}{\|x-t\|^{3}} d x \\
& \quad \leq \mathcal{O}\left(h^{\mu+1}\right) \int_{0}^{2 \pi} \int_{h}^{\rho}\left|v_{1} \cos \theta+v_{2} \sin \theta\right| \frac{1}{r} d r d \theta
\end{aligned}
$$

where we have again applied Lemma 2 and where $\rho$ is as in the proof of Theorem 4. The last integral behaves as $\mathcal{O}\left(\ln h^{-1}\right)$ uniformly for all $t$, and so we obtain the uniform bound

$$
\left|\int_{B \backslash B_{h}(t)}\left\{f(x)-f(t)-\left(\pi_{h}[f](x)-\pi_{h}[f](t)\right)\right\} \frac{\langle v, x-t\rangle}{\|x-t\|^{3}} d x\right|=\mathcal{O}\left(h^{\mu+1} \ln h^{-1}\right) .
$$

Combining these bounds, we obtain the desired result.
Note that we have a small price to pay for the improved behaviour of the method of the third kind as compared to the product method. When calculating $Q_{h}^{(3)}[f](t)$, we have to evaluate $f$ not only at the nodes of $\pi_{h}$, but also at the additional point $t$. Since, in most cases, the number of points to be used for $t$ is significantly smaller than the number of nodes of the interpolation operator, this additional labour is usually likely to be negligible.

We also remark that the two quadrature formulas under consideration are related to each other by

$$
\begin{equation*}
Q_{h}^{(3)}[f](t)=Q_{h}[f](t)+\left(f(t)-\pi_{h}[f](t)\right) I[1](t) \tag{7}
\end{equation*}
$$

Therefore, their remainder terms $R_{h}$ and $R_{h}^{(3)}$ are related according to

$$
\begin{equation*}
R_{h}^{(3)}[f](t)=R_{h}[f](t)-\left(f(t)-\pi_{h}[f](t)\right) I[1](t) \tag{8}
\end{equation*}
$$

It is an easy consequence of this observation that $Q_{h}^{(3)}[f](t)=Q_{h}[f](t)$ whenever $t$ is one of the nodes of the interpolation operator $\pi_{h}$. Moreover, by
combining eq. (8) with Theorem 6 and Lemma 2, we obtain an alternative proof of Theorem 4. Additionally, we can provide a second proof of Theorem 5 by means of eq. (8), Theorem 6, and some elementary properties of the Cauchy integral operator $I$.

## 5 Generalizations and Remarks

Having discussed the algorithms for two-dimensional polygonal regions embedded in $\mathbb{R}^{2}$, we now look at various extensions. In particular, we look at integrals in higher dimensions and at integrals over non-polygonal regions. Then we mention integrals where the weight functions involved possess singularities of even higher order. Finally, we briefly discuss how to carry over our methods to integrals over two-dimensional manifolds embedded in $\mathbb{R}^{3}$ which is very important in the classical boundary element method.

Although all these generalizations and extensions will be treated separately, it is easily seen that two or more of them can be combined without any problems.

### 5.1 Integrals in more than two dimensions

The first generalization we present is the one to an arbitrary number of dimensions. This means that we now approximate integrals of the form (1)
where $B$ is a $d$-dimensional domain in $\mathbb{R}^{d}$, and we drop the restriction that $d=2$. In this case, the results of [2] still allow us to split the domain into subdomains having the shape of $d$-dimensional simplices. Then we construct the corresponding interpolation operators mapping the continuous functions onto continuous piecewise polynomials in $d$ variables. The error estimates of $\S 2$ remain valid if we take into consideration that the condition on the smallest angle of the triangles mentioned in $\S 2$ must be replaced by a condition relating the inscribed spheres of the sub-simplices to the circumscribed spheres [2, p. 179].

As a consequence of these observations, we find that Theorems 4, 5, and 6 remain true also in higher-dimensional spaces. Of course, we must not forget that even though the error estimates remain independent of the dimension $d$, the amount of computational work involved depends on $d$ since the number of interpolation nodes is $\mathcal{O}\left(h^{-d}\right)$. Therefore, the methods are likely to be useful for small and moderately large values of $d$, but for very large $d$ the complexity may be prohibitive for practical applications.

### 5.2 Integrals on domains of general shape

Next we discuss the situation where the boundary of the domain of integration $B$ is not a polygon. To cover the cases that are interesting for the usual applications, we assume that the boundary of $B$, which we shall denote by $\partial B$, is a piecewise $C^{1}$ curve that nowhere touches itself. In this case, we
proceed as follows.
Given the meshsize $h$, we approximate the set $B$ by a polygon $P_{h}$ with boundary $\partial P_{h}$ (that does not touch itself) in such a way that the following conditions are satisfied:

1. all the points of $P_{h}$ are contained in $B \cup \partial B$;
2. $K_{h}:=\partial B \cap \partial P_{h} \neq \emptyset$;
3. $\sup _{x \notin P_{h}} \min _{y \in P_{h}}\|x-y\| \leq h$.

The essence of this construction is as follows. The polygon $P_{h}$ is inscribed into the arbitrarily shaped domain $B$ such that all points not covered by $P_{h}$ are at most $h$ length units apart from a point in $P_{h}$.

We again construct our two quadrature formulas according to the methods described above. However, we need to say some more words about the definition of the interpolation operator $\pi_{h}$. On the interior of the auxiliary polygon $P_{h}$, we define $\pi_{h}$ in the way mentioned above. Then we note that the remaining part of $B$ can be decomposed into a finite number of disjoint regions. Each of these regions shares at least one edge with the polygon $P_{h}$, and therefore also with one of the sub-triangles of $P_{h}$, say $T^{*}$. On $T^{*}$ we know that $\pi_{h}[f](x)=q(x)$ with some polynomial $q$. For $x$ in the region in question adjacent to $T^{*}$ we simply set $\pi_{h}[f](x)=q(x)$ as well. In this way we extend the definition of the interpolation operator to all of $B$. The three
conditions stated above ensure that the error bounds of $\S 2$ remain valid, and therefore the quadrature error bounds of $\S \S 3$ and 4 also remain true.

### 5.3 Integrals with singularities of higher order

Up to this point, we have only discussed the case that the order of the singularity coincides with the dimension of the domain of integration. This is the classical problem that arises in most of the traditional BEM approaches. However, in recent years more attention has been focused onto formulations involving singularities of higher order [14, §8.3]. We thus consider integrals of the form

$$
\begin{equation*}
I_{p}[f](t):=\int_{B} \frac{f(x)\langle v, x-t\rangle}{\|x-t\|^{p}} d x \tag{9}
\end{equation*}
$$

or

$$
\begin{equation*}
I_{p}^{*}[f](t):=\int_{B} \frac{f(x)\langle v, x-t\rangle\langle w, x-t\rangle}{\|x-t\|^{p}} d x \tag{10}
\end{equation*}
$$

where $p \geq \operatorname{dim} B+1$. The latter form arises, e.g., when two normal derivative operators are applied in the derivation of a boundary integral equation. Up to a certain extent, our quadrature formulas cope with these integrals too.

The main problem here is more of analytic nature: We need to restrict $p$ in order to make sure that an analogue of Lemma 1 holds. We need to have such a Lemma because otherwise it is not assured that our quadrature formulas exist. The precise formulation goes along the following lines.

Lemma 7 Assume that the function $f$ satisfies a Hölder condition of order $\nu$, then $I_{p}[f](t)$ exists for every $t$ in the interior of $B$ if $p$ satisfies the restriction

$$
p<1+\nu+\operatorname{dim} B
$$

The proof is very similar to the proof of Lemma 1 (cf. [14, Lemma 8.1.11]) and is therefore omitted.

We have seen in Lemma 3 that in the case considered here, $\pi_{h}[f]$ satisfies a Hölder condition of order 1. Thus, our quadrature formulas exist whenever $p<2+\operatorname{dim} B$. Under this assumption, we can carry over the proofs of the error bounds in a rather direct fashion. The only difference is that the factors

$$
\int_{h}^{\rho} r^{-1} d r=\mathcal{O}\left(\ln h^{-1}\right)
$$

must now be replaced by

$$
\int_{h}^{\rho} r^{-p} d r=\mathcal{O}\left(h^{1-p}\right)
$$

Since the considerations on the uniformity of the convergence remain unaffected, we obtain error bounds of the order $\mathcal{O}\left(h^{\mu-p+2}\right)$ for $f \in C^{\mu+1}(B)$ for both the product quadrature and the quadrature formula of the third kind. Also, the estimate for the formula of the third kind holds uniformly in $B$, whereas the product method does not have this property.

Similar results can be derived when the integral $I_{p}^{*}$ as described in (10) is considered rather than $I_{p}$ as given in (9).

### 5.4 Surface integrals

Finally, the case of surface integrals with Cauchy singularities, i.e. integrals of the form (1) under the assumption that $B$ is a $d$-dimensional manifold in $\mathbb{R}^{d+1}$, can in principle be reduced to the problem discussed previously by the usual technique of introducing a suitable parametrization, cf. e.g. [14, §8.1.3.2]. The error analysis remains unchanged. However, in practice we encounter the following problem: in view of the parametrization, a Jacobian of the transformation enters the integral. So in order to calculate the value of $Q_{h}[f]$ effectively, we need to integrate the product of the approximating spline and the singularity (as before) and a third factor, namely the Jacobian, analytically. In the general setting, it will often be very difficult to perform this integration in closed form. Nevertheless, this may be a viable path when the transformation is sufficiently simple. In certain cases, computer algebra packages might be invoked to perform the analytic evaluation of the integrals in question.
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