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Two general methods for the numerical
approximation of multidimensional Cauchy
principal value integrals
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Abstract

The numerical approximation of integrals containing strongly sin-
gular integrals, in particular Cauchy principal value integrals, is a ma-
jor issue connected, e.g., to the boundary integral approach for many
types of partial differential equations. Whereas the one-dimensional
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problem has been addressed very intensively in recent years, much less
attention has been paid to multidimensional problems. In the present
paper, we investigate two possible approaches to this problem, corre-
sponding to generalizations of two approaches known in the 1-D case.
In principle, both methods can be applied to integration domains of
arbitrary shape, although we find that certain combinations of algo-
rithms and domains are more useful than others. In particular, we
discuss error estimates and show that the methods are highly com-
petitive. Moreover, in contrast to most of the previously discussed
methods, the approaches are very efficient when integrals have to be
calculated for various locations of the singularity.
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1 Introduction

The topic of this paper is the numerical approximation of Cauchy princi-
pal value integrals in more than one dimension. Following [14, Ch. 8|, we
concentrate our attention on integrals of the form

f(z —1) : f(z) v,z —1)
- tdr =1 —r - dr. 1
/ Hx t‘|d+1 € e—lgl-‘r /B\Be(t) - t‘|d+1 Z ( )

Itz

Here B is a d-dimensional domain contained in IR* where k = d or k = d+1,
and t € B. Moreover, v € IRF is an arbitrary given vector, (-,-) is the
standard inner product in IR*, the norm is the usual Euclidean norm, and
B.(t) := {z € B : |jx — t|| < €}. Integrals of this form play an important role
when partial differential equations are recast into boundary integral equations
in order to be solved, e.g., by the boundary element method (BEM) [10, 11,
14, 18, 19, 20]. Note that, since the order of the singularity is the same
as the dimension of the domain of integration, the integral will usually not
exist in the classical sense. However, it is known that under rather weak
assumptions on the integrand function f, the limit mentioned in (1) will exist.



1 Introduction E4

For our purposes, the following very simple criterion [14, Lemma 8.1.11] will
be sufficient.

Lemma 1 Assume that the function [ satisfies a Hélder condition of order
v > 0. Then, I[f](t) exists for every t in the interior of B.

A vast number of publications dealing with this problem in IR! has ap-
peared in recent years, but for the multidimensional problem only a few re-
sults are known, mainly discussing the two-dimensional case [3, 5, 16, 17, 20].
Our methods can be applied to problems in any number of dimensions, and
the domains of integration can be of (almost) completely arbitrary shape.

We present two different methods that can be applied to evaluate the
integral (1) numerically. Our investigations focus on error estimates, but
numerical stability problems will also be addressed. Moreover, the methods
are derived in such a way that an efficient calculation of I[f](t) is possible
even in the case that approximations are sought for many different values
of t. The key to this efficiency is simply to choose (most of) the nodes of the
quadrature formulas independent of the location of ¢t. Note that frequently
this issue is not taken into consideration [3, 20].

In classical applications, the BEM is normally used for linear equations
only. In this case, the range of integration B of the singular integrals is usu-
ally the boundary of the domain where the solution of the partial differential
equation is sought. Typically, in such a situation the set B itself does not
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have a boundary (e.g., if the PDE is to be solved on a ball, B would be a
sphere). In recent work some authors have tried to extend the BEM idea
to nonlinear problems [1, pp. 255ff.]. Doing so, it turns out that Cauchy
singular integrals arise whose domain of integration is the entire area where
the PDE is given, which has a boundary. Some of the classical methods used
for the numerical approximation of (1) perform very badly if ¢ is close to
the boundary of B. We shall see this in §3. Therefore, we derive alternative
methods avoiding these problems.

In all cases, the quadrature formulas will be based on the combination of
the Cauchy integral operator and a spline interpolation operator. We also
interpret this spline interpolation operator in the spirit of a finite-element
technique. The spline approach is known to be both conceptually simple
and highly efficient in numerical work. For the problem of one-dimensional
integrals with strong singularities, this has been discussed in [9].

The remainder of this paper is organized as follows. In the next section
we introduce the spline interpolation operator that our methods will be based
upon. Sections 3 and 4 contain the descriptions and investigations of our two
types of quadrature formulas, and in §5 we state some general remarks and
discuss possible generalizations.
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2 The Interpolation Operator

As mentioned in the introduction, all our quadrature formulas are based on
the same interpolation operator, which is used in different ways. We now
start by describing this operator. For the sake of simplicity, we momentarily
restrict our attention to two-dimensional regions B C IR?, and moreover we
assume that the boundary of B is a polygon that nowhere touches itself.
The generalization to domains of higher dimensions and other shapes will be
discussed later.

Given a such a domain B, we follow the classical finite-element idea and
introduce a triangulation, i.e. we divide B into a number of triangles T;
j=1,2,..., Ny, such that the following properties hold:

N,
1. Uj:Tl TJ = B;

2. for j; # ja2, the intersection Tj, N T}, is either empty or consists of one
point or one complete edge of both triangles;

3. all interior angles of all triangles are bounded from below by a constant
0>0;

4. max; diamTj; < h;

where diam 7' := sup, ,cr ||z — y|| is the diameter of 7. Then we say that
By :={T;:j=1,2,...,Np} is an h-triangulation of B.
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On each triangle Tj, we interpolate the function f with a polynomial
of degree m > 1 in such a way that the resulting interpolating function is
continuous on B. The way we choose to proceed here is the classical way of
achieving this goal. Denoting the corners of T} by le, sz, and Tf’, we take
the points

% (T + T+ psTP) o oy s € {0, 1, m}, iy + pa + i = m

(2)
as interpolation nodes. It is well known that this choice of nodes leads to
a unique solution of the interpolation problem, and moreover the resulting
piecewise polynomial is continuous on B. The function interpolating f de-
fined in this way will be called 7,[f] .

For the approximation properties of the piecewise polynomial chosen in
this way, we have the following error estimate [2].

Lemma 2 Let f € C*(B) where p < m, and let m,[f] be constructed
according to the description above, then

1f = 7alfllo = OR*Y) and |V (f —mi[f])llo = O(h")

where the norms are Chebyshev norms taken over B, and V is the usual
gradient operator.

Obviously we may find such a triangulation for every domain B bounded
by a polygon if h is sufficiently small. We have thus found a good approxi-
mation for f whose gradient simultaneously is a good approximation of the



3 A Product Quadrature Method ES

gradient of f. This will be the key to the error bounds for the quadra-
ture methods. Similar observations have been made for the one-dimensional
quadrature problem [9].

Before we come to our quadrature formulas, we state one more property
of the function [ f] that we use later on.

Lemma 3 Under the assumptions mentioned above, for any given triangu-
lation By, mp|f] fulfils a Hélder condition of order one on B.

Proof: The proof is essentially the same as the proof for the corresponding
one-dimensional problem. First note that m,[f] is a polynomial on every
triangle 7} . Thus it is differentiable there, and in particular it fulfils a Holder
condition of order one with Holder constant L;. Moreover, because of the
continuity of 7,[f] on B, the Holder property is not lost as we move from one
triangle to an adjacent triangle. Since we only have finitely many triangles,
L := max; L; exists, and therefore 7, f] fulfils a global Holder condition on B
with Holder constant L. [

3 A Product Quadrature Method

The product quadrature method is probably the simplest method: we simply
replace f by m,[f] in (1). Thus our product quadrature formula @, is defined
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according to
Qulf1(t) := I[ma[f](T) - (3)

It is an obvious consequence of Lemmas 1 and 3 that Q[f](¢) exists for
every t in the interior of B. Of course, for a practical implementation it is
not sufficient to know only that the required approximation exists, one also
needs a concrete formula for Qp[f]. To write such a formula is possible in
view of the structure described in (3). For example, one can use the classical
method of the subtraction of the singularity:

Qnlf1(t) = Ilmnlf] = mu[FIO](E) + mal FIOT[L](E) -

Computer algebra systems like Mathematica handle the second integral; for
the first integral we notice that the singularity has disappeared. We may
perform a polynomial division to rewrite this integral as an integral over a
polynomial multiplied by a weakly singular function. Both the polynomial
division and the actual integration can be then also delegated to a com-
puter algebra system. The resulting formulas are rather lengthy, therefore
we refrain from explicitly mentioning them here.

One of the particularly attractive features of this method is that the lo-
cation of the quadrature nodes (these being identical to the interpolation
nodes) is completely independent of ¢. This means that if we need to ap-
proximate I[f](t) for a range of different values of ¢, we only need to perform
the function evaluations of f once. These values may then be re-used when ¢
is changed. Additional function evaluations are not necessary. Many of the
previously discussed methods [3, 17, 20] do not share this property. A method
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that does implement the re-use of functional values has been proposed re-
cently in [13]. (I thank an anonymous referee for drawing my attention to
this as yet unpublished reference.)

For this method, we derive the following error estimate.

Theorem 4 Let m, B, By, and m, be as stated in §2. Moreover, let f €
CHY(B) where p < m, and let B* be a closed subset of the interior of B,
then

I[f1(t) = QulfI(t) = O(R* ' In ™)
holds uniformly for all t € B*.

Note that, under our assumptions on the function f, it is not possible to
construct a quadrature formula with a smaller uniform error bound. This fol-
lows since the ideas used for the corresponding result in the one-dimensional
setting [6, §3] can be carried over to the multidimensional problem without
any major modifications. In other words, the error term of the quadrature
formula @), is of optimal order.

Proof: By assumption, there exists a ¢ > 0, independent of ¢, such that
for all t € B* we have {x € IR? : ||z — t|] < §} C B. Since we are interested
in an asymptotic estimate as h — 0, we assume in the present proof that
h <4é.
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Applying the definition of @)}, we obtain

I[f](t)—Qh[f](t):/ rn(2) <Ua%‘—t>dx+/3h(t) m@) o=t

B\ o~ lz —¢]”

where ry, := f — m,[f], and By(t) == {x € IR* : ||z —t|]| < h} C B. We
bound the two integrals in the following way. For the first integral

—t
[ ones—t,
B\Bp(t) ||z —t

—1
S RN i
O\Bu(t) ||z —t|

where C' is the smallest circle with centre at ¢ such that B C C'. Because of
the boundedness of B, we see that the radius of C' is bounded from above by
an absolute constant p independent of t. Introducing polar coordinates and
applying Lemma 2, we derive

/ rr(T) <U’x3_t>dx‘ < O<h#+1)/2ﬁ/ﬂ |Ulr0089j;1)2rsin9|drd9
B\Bu(t) ||z —t| o Jn r

2 r1
< (’)(h““)/ |y cos O + vasinf|df | —dr
0 hor
= O Inh™h

uniformly for t € B*. To bound the remaining integral in (4), first note that
an explicit calculation reveals

/B( wr=t, _y (5)

3
) [l =]

~
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Using this identity and Taylor’s theorem, we rewrite the integral in question
according to

/ rn(x) (v, z —t) ir - / (rp(z) —rp(t)) (v, x —t) e
Buty ||z —t|® B (1) lz —t|]°
/ <U,$—t> vrh(é)daf

Bt e —t|f?

where £ € B. Now use Lemma 2 and introduce polar coordinates once again

to obtain
—t
< O(h“)/ v,z = #)] 2>|d:z:
Bu(t) ||z — ||

JRICIES
By (t)
27 rh
< (’)(h“)/ / vy cos 0 + vy sin 6| drdf
o Jo

|l — ¢]f°
= O,

This bound also holds uniformly for all ¢ € B*. Combining the bounds, we
find the desired result. ®

Note that the statement of Theorem 4 implies convergence in a pointwise
sense for every ¢ in the interior of B. However, uniform convergence cannot be
achieved by this method in general. This is, in fact, the major disadvantage
of the product quadrature approach. The proof of this claim follows from
the next result.
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Theorem 5 Let B, By, and 7, be as stated in §2. Moreover, let f € C*(B)
and assume that there exists a triangle T; € By, such that the restriction of
f onto T} is not a polynomial, then

sup [I[f](t) — @u[f](t)] = oo

teB

Proof: Since f is not a polynomial on 7}, there exists a point t* at the
boundary of B and at the boundary of 7} such that f(t*) # m,[f](t*). Now,
defining 7y, :== f — m,[f], we see that

sup [I[f](t) = I[mu[f]I()] = limsup [I[r](#)]

= limsup [I]ry — ru(°)](¢) + ra(t)I[1)(2)]

t—t*

> timsup (jra(t) (0] = [ Tra = ra() (D))

Looking at these terms independently, we derive that, since the function
rn, — rp(t*) vanishes at t*, the expression I[r;, — r,,(t*)](t) remains bounded
as t — t*. Recalling that |I[1](t)| diverges to infinity as ¢ approaches the
boundary of B and that r,(t*) # 0, we obtain that the upper limit is indeed
infinite. [

One of the key points in this argument is that B does have a boundary.
A statement like that of Theorem 5 need not hold, e.g., in situations where
B is the surface of a cube or a sphere in IR? that we will address below.
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4 A Quadrature Formula of the Third Kind

In the one-dimensional case, essentially two ideas have been proposed to over-
come the difficulty of the non-uniform convergence of the product quadrature
rules: modified methods [12, §3.2.1]; and formulas of the third kind, cf. [7, 15]
and the references cited therein. Although the modified methods are very
attractive because of their simplicity and their nice theoretical convergence
behaviour [8] when the integrand function is smooth, they show severe nu-
merical instabilities when applied practically and may even diverge if the
integrand is not smooth [4]. Therefore, we concentrate on formulas of the
third kind. They are known [7] not to have these problems.

A quadrature formula of the third kind, QS’), for the Cauchy principal
value integral (1) is constructed as follows. We start by rewriting the integral
according to

170 = [ () — £ Dy o) [ 0

Bl B [z —t]

then we replace the function f in its two occurrences in the first integral
by the approximation m,[f]. The factor f(¢) in front of the second integral
remains unchanged. Thus, the quadrature formula is defined by

3) _ o (v —1) {v,2—1)
Qy [f1(t) = /B(m[f](x) h[f](t))in i +f()/ TP —————dx. (6)

As far as the practical evaluation of this formula is concerned, much the same
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points apply as already mentioned in the previous section when discussing
the product quadrature approach.

For these quadrature formulas, we prove a uniform error bound that is of
the same order of magnitude as the bound provided for the product rules in
Theorem 4, and thus is also of optimal order.

Theorem 6 Let m, B and m), be as stated in §2. Moreover, let f € C*T(B)
where ;1 < m, then

I[f1(t) — QP1f1(t) = O(W+ lnh™Y)

holds uniformly for allt € B .

Proof: By construction,

(v, —1t)
3
I — ¢l

1111t — Q1) = /B {f(z) = f() — (m[f1(2) — m[£1(0))}

As in the proof of Theorem 4, we split the integral into one part covering the
integration region By(t) = {x € B : ||z — t|| < h}, and one part covering the
remainder of B. For the first of these integrals, we derive

(v, —1)

3
[l — 1]

[, o U@ = 0 = (@l )(w) = ml71(0)
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</ flz) = f(t) = (malf](z) — ml£1(t)) (v, 2 = )}
R0 |z — ¢l |z — ¢

< v -miml f, B

by an application of the multidimensional version of Taylor’s theorem. Lem-
ma 2 yields that the first factor here is O(h*) uniformly for all ¢, and an
explicit calculation for the second factor reveals

_ 2 rh
/ wdaz < / / |v1 cos @ + vasin 0] drdf < O(h)
T — 0 0

also uniformly for all £. Thus, we have the uniform bound

/Bh@(f(“’) — f(t) = (mulf)(z) — Wh[f](t)))wi—?dm‘ — O

= — ¢l

For the remaining integral, we proceed as follows. We write

LY — (o () — o wa—t)
oy ()= 700 = () = ml o) {2l

va:—t
< 20f —mlfll | ———fﬁm
B [z — 1

1
< (’)(h”“)/ /h vy cos 0 + vy sin 0| ;drd&
0
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where we have again applied Lemma 2 and where p is as in the proof of
Theorem 4. The last integral behaves as O(Inh~!) uniformly for all ¢, and
so we obtain the uniform bound

— (1) - - W=t ot
éﬁm“W 1) = @lfl@) = ml A0} - rda] = O lnh™).
Combining these bounds, we obtain the desired result. '

Note that we have a small price to pay for the improved behaviour of
the method of the third kind as compared to the product method. When
calculating ng) [f](t), we have to evaluate f not only at the nodes of m,
but also at the additional point t. Since, in most cases, the number of
points to be used for ¢ is significantly smaller than the number of nodes
of the interpolation operator, this additional labour is usually likely to be
negligible.

We also remark that the two quadrature formulas under consideration
are related to each other by

QR [11(6) = @ulfI(0) + ((t) = mal IO [1](1). (7)
Therefore, their remainder terms R;, and R,(f’) are related according to
B = Balf1(8) = (F(5) = m[£(0)I[1)(1). (8)

It is an easy consequence of this observation that Qg’) [f1(t) = Qnlf](t) when-
ever t is one of the nodes of the interpolation operator 7, . Moreover, by
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combining eq. (8) with Theorem 6 and Lemma 2, we obtain an alternative
proof of Theorem 4. Additionally, we can provide a second proof of Theo-
rem 5 by means of eq. (8), Theorem 6, and some elementary properties of
the Cauchy integral operator I.

5 Generalizations and Remarks

Having discussed the algorithms for two-dimensional polygonal regions em-
bedded in IR?, we now look at various extensions. In particular, we look at
integrals in higher dimensions and at integrals over non-polygonal regions.
Then we mention integrals where the weight functions involved possess sin-
gularities of even higher order. Finally, we briefly discuss how to carry over
our methods to integrals over two-dimensional manifolds embedded in IR?
which is very important in the classical boundary element method.

Although all these generalizations and extensions will be treated sepa-
rately, it is easily seen that two or more of them can be combined without
any problems.

5.1 Integrals in more than two dimensions

The first generalization we present is the one to an arbitrary number of di-
mensions. This means that we now approximate integrals of the form (1)
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where B is a d-dimensional domain in IR?, and we drop the restriction that
d = 2. In this case, the results of [2] still allow us to split the domain into
subdomains having the shape of d-dimensional simplices. Then we construct
the corresponding interpolation operators mapping the continuous functions
onto continuous piecewise polynomials in d variables. The error estimates
of §2 remain valid if we take into consideration that the condition on the
smallest angle of the triangles mentioned in §2 must be replaced by a condi-
tion relating the inscribed spheres of the sub-simplices to the circumscribed
spheres [2, p. 179].

As a consequence of these observations, we find that Theorems 4, 5, and 6
remain true also in higher-dimensional spaces. Of course, we must not forget
that even though the error estimates remain independent of the dimension d,
the amount of computational work involved depends on d since the number
of interpolation nodes is O(h~?). Therefore, the methods are likely to be
useful for small and moderately large values of d, but for very large d the
complexity may be prohibitive for practical applications.

5.2 Integrals on domains of general shape

Next we discuss the situation where the boundary of the domain of integra-
tion B is not a polygon. To cover the cases that are interesting for the usual
applications, we assume that the boundary of B, which we shall denote by
OB, is a piecewise C! curve that nowhere touches itself. In this case, we
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proceed as follows.

Given the meshsize h, we approximate the set B by a polygon P, with
boundary 0P, (that does not touch itself) in such a way that the following
conditions are satisfied:

1. all the points of P, are contained in B U 0B ;
2. Kh :z@Bﬂ@P;ﬁé@;

3. SUp,gp, Mingep, [z -yl < h.

The essence of this construction is as follows. The polygon P, is inscribed
into the arbitrarily shaped domain B such that all points not covered by P,
are at most h length units apart from a point in P, .

We again construct our two quadrature formulas according to the meth-
ods described above. However, we need to say some more words about the
definition of the interpolation operator 7, . On the interior of the auxiliary
polygon P, we define 7, in the way mentioned above. Then we note that
the remaining part of B can be decomposed into a finite number of disjoint
regions. Each of these regions shares at least one edge with the polygon P,
and therefore also with one of the sub-triangles of Py, say T*. On T* we
know that 7,[f](x) = ¢(z) with some polynomial ¢q. For x in the region in
question adjacent to T we simply set 7, [f](z) = g(z) as well. In this way
we extend the definition of the interpolation operator to all of B. The three
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conditions stated above ensure that the error bounds of §2 remain valid, and
therefore the quadrature error bounds of §§3 and 4 also remain true.

5.3 Integrals with singularities of higher order

Up to this point, we have only discussed the case that the order of the
singularity coincides with the dimension of the domain of integration. This
is the classical problem that arises in most of the traditional BEM approaches.
However, in recent years more attention has been focused onto formulations
involving singularities of higher order [14, §8.3]. We thus consider integrals

of the form i )
(v, —
T Ldx 9
)= ®)

or

9 :/ f(z) (v,x —1t) (w,x—t>dx (10)

I —¢[|”
where p > dim B+1. The latter form arises, e.g., when two normal derivative
operators are applied in the derivation of a boundary integral equation. Up
to a certain extent, our quadrature formulas cope with these integrals too.

The main problem here is more of analytic nature: We need to restrict
p in order to make sure that an analogue of Lemma 1 holds. We need to
have such a Lemma because otherwise it is not assured that our quadrature
formulas exist. The precise formulation goes along the following lines.
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Lemma 7 Assume that the function f satisfies a Hélder condition of or-
der v, then L,[f](t) exists for every t in the interior of B if p satisfies the
restriction

p<l4+v+dimB.

The proof is very similar to the proof of Lemma 1 (cf. [14, Lemma 8.1.11])
and is therefore omitted.

We have seen in Lemma 3 that in the case considered here, m,[f] satisfies
a Holder condition of order 1. Thus, our quadrature formulas exist whenever
p < 24 dim B. Under this assumption, we can carry over the proofs of the
error bounds in a rather direct fashion. The only difference is that the factors

L -1
/ r~ldr = O(lnh™Y)
h
must now be replaced by
PP _ I-p
T dr = O(h'7?).

Since the considerations on the uniformity of the convergence remain unaf-
fected, we obtain error bounds of the order O(h#*~?2) for f € C**Y(B) for
both the product quadrature and the quadrature formula of the third kind.
Also, the estimate for the formula of the third kind holds uniformly in B,
whereas the product method does not have this property.

Similar results can be derived when the integral I as described in (10)
is considered rather than 7, as given in (9).
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5.4 Surface integrals

Finally, the case of surface integrals with Cauchy singularities, i.e. integrals
of the form (1) under the assumption that B is a d-dimensional manifold in
IR, can in principle be reduced to the problem discussed previously by
the usual technique of introducing a suitable parametrization, cf. e.g. [14,
§8.1.3.2]. The error analysis remains unchanged. However, in practice we
encounter the following problem: in view of the parametrization, a Jacobian
of the transformation enters the integral. So in order to calculate the value
of Qn|f] effectively, we need to integrate the product of the approximating
spline and the singularity (as before) and a third factor, namely the Jacobian,
analytically. In the general setting, it will often be very difficult to perform
this integration in closed form. Nevertheless, this may be a viable path when
the transformation is sufficiently simple. In certain cases, computer algebra
packages might be invoked to perform the analytic evaluation of the integrals
in question.

Acknowledgement: I thank my colleague Guido Walz of the University
of Mannheim for very fruitful discussions, and in particular for drawing my
attention to reference [2].
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