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Application of the control volume method to a
mathematical model of cell migration
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Abstract

In recent years, mathematical models of cell migration have be-
come increasingly complex. These models have evolved from simple
diffusion models to computationally troublesome reaction-diffusion-
advection models. As such, the use of “black box” numerical solvers
has become less appropriate. We discuss the application of the control
volume technique for resolving a complicated nonlinear cell migration
model. The nonlinearity is treated using an inexact Newton solver
and flux limiting ensures that the cell migration fronts are captured
adequately. Specifically, we analyse the model due to Perumpanani et
al. (1999), comparing the numerical results of the proposed computa-
tional model developed in this research to previous results published
by other researchers. We show that the finite volume computational
model captures the physics of the processes with good accuracy using
coarse meshes.
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1 Introduction

Cell migration is an important process in such phenomena as tumour in-
vasion, wound healing and tissue generation. Of particular interest here is
haptotaxis—that subset of cellular migration that occurs when cells migrate
in response to a gradient in extracellular matrix (ecm) density. This is in-
tended to be representative of the density of sites in the ecm to which a
migrating cell may be able to attach. The cells attach to the matrix, a
collection of proteins and polysaccharides secreted by cells and organized
into a mesh [1], and consequently migrate in the direction of increasing con-
centration of ecm. In this work we examine the numerical solution of the
mathematical model due to Perumpanani et al. [9], which was proposed to
describe this process.

The Perumpanani et al. model involves two partial differential equations
(pdes) for the conservation of invasive tumour cell density and ecm density.
Due to the complex, coupled nature and nonlinearity of the model, analyti-
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cal solutions are not able to be found. Typically, the Numerical Algorithms
Group (nag) routine d03pcf [6] has been utilised [2, 7, 8, e.g.] in the solution
of models such as that proposed by Perumpanani et al. [9]. Unfortunately
the usefulness of this nag routine, which has been designed for parabolic
equations, is limited due to the mixed parabolic-hyperbolic nature of cell mi-
gration models and the existence of sharp fronts and spikes in their solutions.
Often these routines must be utilised with extremely fine meshes, resulting
in high computational overheads, in order to obtain numerical results that
are of any credibility. These limitations have led to studies of the Lax–
Friedrichs, Lax–Wendroff and Kurganov–Tadmor schemes in relation to the
Perumpanani et al. model [4, 5]. Here, we have used a vertex-centred control
volume scheme to provide accurate numerical solutions to a cell migration
model. We investigate various temporal and spatial weighting schemes and
their effectiveness in producing accurate solution behaviour.

In the section to follow we outline the mathematical model to be studied,
and the corresponding computational model. Results and comparisons are
presented in Section 3, followed by conclusions and a discussion of possibilities
for future research in Section 4.

2 The Perumpanani et al. model

The dimensionless cell-haptotaxis model of Perumpanani et al. [9] considers
the evolution over time of malignant cells, denoted u(x, t), and connective
tissue or ecm, denoted c(x, t), to be governed by the model equations

ut + (ucx)x − u(1− u) = 0 , (1)

ct + uc2 = 0 , (2)

where subscript t and x represent partial differentiation with respect to time
and space respectively. Furthermore, Neumann boundary conditions are im-
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posed at x = 0 and x = L , and we choose initial conditions

u(x, 0) = 0.5(1− tanh(ax− b)) , (3)

c(x, 0) = c0(1− u(x, 0)) , (4)

where equation (3) reflects a step-like initial cell profile characterised by
the arbitrary constant coefficients a and b that determine the steepness and
position, respectively, of the initial cell front, and c0 is the “normal” level of
extracellular matrix before cell invasion. Throughout this work we take a =
1.5 and b = 8 , indicating an initial cell population which has migrated over
approximately 10% of the spatial domain, and c0 = 0.6 , a similar “normal”
level of ecm [9].

Equation (2) relates ecm density changes over time to the interaction
between cells and ecm. The invasive cell equation (1) relates changes in
cell density to logistic proliferation of cells and the haptotactic migration of
cells towards higher densities of ecm with a velocity proportional to the ecm
density gradient. The initial conditions represent a situation where the cells
are invading from left to right into a previously undisturbed region of ecm.
Neumann boundary conditions are used to preserve the steady state cell and
ecm levels and to ignore any external influences on the two species.

2.1 Discretisation

We discretise the model equations using the vertex centred control volume
method with a uniform mesh (though it is possible to implement the method
on a nonuniform mesh). Given the domain length L, the nodes (xi, i =
1, 2, . . . , n) are placed uniformly along the x-axis between x = 0 and x =
L . Control volumes are constructed around the nodes with boundaries at
xi+1/2 and xi−1/2.

The discretisation proceeds by separately integrating equations (1) and (2)
over an arbitrary control volume and subsequently applying the Mean Value
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Theorem, before integrating over time from tn to tn+1 to give the discrete
form of the equations:
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where ∆xi represents the control volume spacing, δt is the time step, α is
the temporal weighting coefficient and J = ucx represents the flux term of
equation (1). Subscripts on u and c denote the spatial position in question
(node points in the case of integer subscripts, cv faces otherwise), while
superscripts denote the temporal position.

The temporal weighting coefficient allows for a fully explicit system with
α = 0 , a fully implicit system with α = 1 , and a second order implicit
Crank–Nicolson scheme with α = 0.5 . In this work we disregard the explicit
scheme due to the restrictions that it places on the spatial mesh size and
temporal step size. While the fully implicit system is stable it is only first
order accurate in time. On the other hand, the Crank–Nicolson scheme may
produce non-monotonic results for certain time/spatial step combinations,
but it is second order accurate in time.

2.2 Approximation of the flux term at the CV faces

In equation (5), approximations for the flux term J at the cv faces are re-
quired. We consider three possible approximations for J , namely the first
order upstream method, the second order averaging method, and the van
Leer flux limiter. Regardless of which of these spatial weighting schemes we
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employ, the derivative in ecm is represented using the first order approxima-
tion

[cx]i+1/2 = (ci+1 − ci)/∆xi+1 , (7)

and the invasive cell density using the expression

ui+1/2 = ui + σi+1/2 (ui+1 − ui) /2 , (8)

where σi+1/2 is the flux limiter function, which depends on the chosen spatial
weighting scheme and in the case of the van Leer flux limiter, also depends
on the sensor r according to the function σ(r) = 2r/(1 + r) [10]. The sensor
is defined as the ratio of the cell fluxes at the upstream and second upstream
cv faces, though other sensors, such as the ratio of ecm density gradients
could also be employed.

In order to implement the Neumann boundary conditions we define the
cell flux at both boundary cv faces to be identically zero.

As a result of the control volume discretisation we have two nonlinear
equations, one for invasive cells (equation (5) with (7) and (8) used in the
flux approximations) and one for connective tissue (equation (6)), defined at
each of the (n + 1) node points across the spatial domain. Hence, in order
to advance the solution in time, a system of 2(n + 1) nonlinear equations of
the form F(u) = 0 must be solved at each time step for the unknown vector
of solutions u, which takes the block partitioned form

u = [u1, c1 | u2, c2 | · · · | un+1, cn+1]
T , (9)

where each sub-block is of dimension 2 × 1, and ui and ci represent the
invasive cell and ecm densities at the ith node, respectively.

The nonlinear function F(u) has as its coordinates the discrete ana-
logues (5–6), of the coupled partial differential equations (1–2):

F(u) =
[
Fu1(u), Fc1(u) | Fu2(u), Fc2(u) | · · · | Fun+1(u), Fcn+1(u)

]T
. (10)
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2.3 Nonlinear solution method

Given the system of nonlinear discrete equations (10) we employ an inexact
Newton technique [3] at each time step to solve simultaneously for the inva-
sive cell and ecm distributions in space. We solve the system of equations in
a coupled manner, such that the Jacobian matrix is block tridiagonal with
2× 2 sub-blocks. Defining the vector uk to be the kth approximation to the
solution vector, the linearised system J(uk)δuk = −F(uk) is then solved for
the Newton correction δuk using a block implementation of the tridiagonal
matrix algorithm. Here J(uk) is a numerical approximation to the Jaco-
bian matrix computed using finite difference approximations for the deriva-
tives [3]. The solution approximation is then updated using uk+1 = uk + δuk

and the nonlinear iterations are continued until the convergence criterion,
‖F(uk+1)‖ < tol ≈ 10−7 , is satisfied. The results of the simulations car-
ried out using these computational strategies are presented in the following
section.

3 Results and comparisons

In order to gauge the effectiveness of the control volume scheme proposed in
the previous section, we now present plots resulting from numerical simula-
tions using both the cv scheme and the nag routine d03pcf.

The routine d03pcf integrates a system of first order, nonlinear parabolic
pdes in one spatial dimension [6]. Central, three point finite differences are
used for the spatial discretisation and the method of lines is used to reduce
the pdes to a system of ordinary differential equations (odes). These odes
are then solved using a backward differentiation formula. In Figure 1 we
present numerical results for equations (1) and (2) using routine d03pcf.

Figure 1(a) shows the invasive cell profiles at various times using 40 spa-
tial discretisation points. Clearly visible are vast oscillations in the solution
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Figure 1: nag d03pcf results showing u(x, t) for t = 0, 5, . . . , 30 : (a) n =
40 and (b) n = 1000 spatial points; δt = 0.5 .
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values across almost half of the domain. These oscillation persist throughout
the integration and are not dampened as t increases. Furthermore, when
compared with analytical results regarding the speed of travelling waves re-
sulting from the model equations [4, 9], we note that the speed of propagation
of the invasive cell front is considerably exaggerated. Hence, we conclude that
the nag routine is not perfectly suited to this type of problem, specifically
with a coarse mesh, as illustrated by the excessive numerical diffusion and
oscillatory behaviour of the solution profiles.

In Figure 1(b), we exhibit the numerical results taken from a nag simu-
lation using 1000 spatial discretisation points where more realistic results are
evident. However, close observation reveals oscillations in the solution pro-
files, though here they are confined to a narrow spatial band corresponding
to the area where the initial conditions have a nonzero gradient. A positive
result of the mesh refinement is that the excessive numerical diffusion present
in the solutions using n = 40 spatial points is substantially decreased. Com-
paring the depth of migration after t = 30 shows that for n = 40 , the front
of invasive cells reaches a point past x = 40 (the domain length), while for
n = 1000 , the front has reached only as far as x ≈ 30 . This compares well
with the travelling wave analytical results of [4, 9] and the results are not
influenced by further increases in the value of n. As such, we will use this
“fine-grid” result as a rough benchmark for our numerical solutions using the
proposed control volume scheme.

In Figure 2 see that even for coarse meshes (n = 40 and n = 50), the
control volume scheme produces accurate results when compared with the
“fine-grid” benchmark nag solutions (n = 1000). Note that in both plots, the
positions of the invasive cell fronts compare well with those in the benchmark
plot (Figure 1(b)). The oscillations near the left boundary still appear though
to a lesser extent when compared with those in the benchmark solution.
Small oscillations in the invasive cell profiles will always be present at the
location in question due to the choice of initial conditions [4].

Figure 3(a) shows solutions using the upstream spatial weighting method
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Figure 2: cv results showing u(x, t) for t = 0, 5, . . . , 30 : (a) n = 40 and
(b) n = 50 spatial points; δtmax = 0.5 , implicit temporal weighting, van Leer
flux limiting.
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Figure 3: cv results showing: left — u(x, t) for t = 0, 5, . . . , 30 , and right
— u(x, t) (solid) and c(x, t) (dotted) for t = 0, 15, 30 : (a) n = 150 and
(b) n = 50 spatial points, δtmax = 0.5 , implicit temporal weighting, upstream
spatial weighting (a) and van Leer flux limiting (b).
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with implicit temporal weighting. Note the similarity to the coarse-mesh
solutions of Figure 2, in terms of profile shape and front position. This
method, though stable, has the disadvantage of requiring a vast increase in
computational overheads in order to reduce numerical diffusion. Here we
must have three times as many mesh points to produce similar results to
those of the cv scheme with the van Leer flux limiter. Figure 3(b) uses the
same specifications as Figure 2 and demonstrates the process of cell migration
and ecm degradation over three time values, t = 0, 15, 30 to provide a full
example of the model solution.

The use of fully implicit temporal weighting with the van Leer flux lim-
iter is found to be the best combination of spatial and temporal schemes.
As expected, the use of upstream spatial weighting (σ = 0) with both fully
implicit and Crank–Nicolson temporal weighting schemes results in excessive
numerical diffusion—this is similar to the problem discussed above with ref-
erence to the nag solutions in Figure 1. With mesh refinement this problem
was overcome to an extent, though this did lead to unacceptable computa-
tion times. Similarly, using spatial averaging (with either temporal scheme)
to approximate u at the cv faces resulted in excessive oscillatory behaviour
in the solutions due to stability constraints on the mesh size and time-step
value. Finally, Crank–Nicolson temporal weighting coupled with the flux
limiter produces some nonphysical results.

4 Conclusions

We have presented a control volume solution strategy for a nonlinear, coupled
system of pdes proposed to describe the process of tumour cell invasion.
When compared with a “fine-mesh” benchmark solution using nag routine
d03pcf, the control volume method proves effective in producing accurate
solutions as measured by the position of the front of invasive cell profiles over
time. We calculated solutions using coarse meshes and the van Leer flux
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limiter, which display reduced numerical diffusion and reduced oscillatory
behaviour compared with the nag solutions.

More complicated cell migration models are constantly being proposed.
These models often contain complicated flux terms and nonlinearities that
make them completely unsuited to the standard “black box” solvers such
as those embedded in nag. Schemes such as the control volume method
discussed here are applicable and easily adapted in cases such as these.
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